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1 IntrodutionThe use of Latent Semanti Indexing (LSI) has been proposed for text retrieval in several reent works(Deerwester et al., 1990; Dumais, 1991; Hull, 1994; Berry et al., 1995). This tehnique uses the SingularValue Deomposition (SVD)(Golub and Loan, 1996) to projet very high dimensional doument and queryvetors into a low dimensional spae. In this new spae it is reasoned that the underlying struture of theolletion is revealed thus enhaning retrieval performane. Furthermore, LSI an be alternatively reviewedas a query expansion method (see setions 2.2 and 5), so that reall is generally improved. Experimentsindiate both improved retrieval preision and reall when LSI is adopted (Deerwester et al., 1990; Dumais,1991; Hull, 1994; Berry et al., 1995; B.T. Bartell and Belew, 1995; Zha et al., 1998; Ando and Lee, 2001). LSIalso improves text ategorization (Dumais, 1995; Yang, 1999; Baker and MCallum, 1998) and word sensedisambiguation (Shutze, 1998). Theoretial results (B.T. Bartell and Belew, 1995; Papadimitriou et al.,1998; Ding, 1999; Zha et al., 1998) have also provided some understanding on the e�etiveness of LSI.These LSI studies have, however, mostly used relatively small text olletions and simpli�ed doumentmodels. In this work we investigate the use of the LSI on a larger doument olletion (TREC). Our initial�nding is that on larger text olletions, retrieval preision is not enhaned beause the LSI mehanism forrepresenting the terms is not suÆient for dealing with the variability in term ourrene. We fous onthe norm (the magnitudes) of terms and study the term norm distribution in detail. We propose a termnormalization sheme for LSI whih improves retrieval preision on the TREC and NPL text olletions.In Setion 2 we introdue the text retrieval onepts and LSI neessary for our work. A short desriptionof our experimental setup is presented in Setion 3. Setion 4 desribes how term ourrene variabilitya�ets the SVD and then shows how the deomposition inuenes retrieval performane. A possible wayof improving SVD-based tehniques is presented in Setion 5 and we onlude in Setion 6. A preliminaryversion of this report appeared in (Husbands et al., 2001).2 The Vetor Spae Model and LSIIn text retrieval (see (Frakes and Baeza-Yates, 1992; Salton and Bukley, 1988; Berry et al., 1995) fortreatments of some of the issues), a simple way to represent a olletion of douments is with a term-doument matrix X with X(i; j) = L(i; j) �G(i)where L(i; j) is a loal weighting and G(i) is a global weighting depending on term i. The loal weightdepends on tf(i; j), the number of ourrenes of term i in doument j. In a very simple weighting sheme,one simply uses X(i; j) = tf(i; j) as the entries of the term-doument matrix. However, this sheme isinorretly dominated by frequent terms.2.1 Term WeightingPerhaps the most ommonly used term weighting sheme is the tf.idf weighting sheme. This sheme usesthe standard term frequeny tf(i; j) as the loal weighting, but weighted by the global inverse doument2



frequeny (idf). This sheme is spei�ed byL(i; j) = tf(i; j); G(i) = idf(i) = log2( ndf(i) + 1) (1)where n is total number of douments, and df(i) is the doument frequeny of term i, the number ofdouments in whih term i ours. This sheme gives very frequent terms low weight and assigns largeweight for infrequent (and hopefully more disriminating) terms.For omparison pursposes we also study the log.entropy weighting sheme (Dumais, 1991). In thisweighting, the loal term weight is the logarithm of the term frequeny. The global weighting uses theentropy E(i) of term i. This sheme is spei�ed by:L(i; j) = log2(tf(i; j) + 1); G(i) = 1� E(i); E(i) = � mXj=1 pij log2(pij)log2(n) (2)where pij = tf(i;j)Pj tf(i;j) .Queries (over the same set of terms) are similarly represented. The similarity between doument ve-tors (the olumns of term-doument matries) an be found by their inner produt. This orresponds todetermining the number of term mathes (weighted by frequeny) in the respetive douments. Anotherommonly used similarity measure is the osine of the angle between the doument vetors. This an beahieved omputationally by �rst normalizing (to 1) the olumns of the term-doument matries beforeomputing inner produts.In the disussion to follow we will denote by \term mathing" the standard retrieval sheme: for queryq, the relevane sores for eah doument form a vetor r and is omputed as r = XT � q. For ` queriesQ = [q1; q2; � � � ; q`℄, the orresponding relevane vetors R = [r1; r2; � � � ; r`℄ are then omputed by:R = XT �Q2.2 LSI and a query expansion interpretationLatent Semanti Indexing (LSI, (Deerwester et al., 1990; Berry et al., 1995)) attempts to projet term anddoument vetors into a lower dimensional spae spanned by the true \fators" of the olletion. This usesa trunated Singular Value Deomposition (SVD) of the term-doument matrix X with m terms and ndouments.If X is an m� n matrix, then the SVD of X isX = USV Twhere U is m� n with orthonormal olumns, V is n� n with orthonormal olumns, and S is diagonal withthe main diagonal entries sorted in dereasing order. LSI uses a trunated SVD of the term-doument matrixwhere X is approximated by X � Xk � UkSkV Tkwhere Uk � [u1; u2; : : : ; uk℄ (the �rst k olumns of U ), Vk = [v1; v2; : : : ; vk℄, and Sk = diag(s1; s2; : : : ; sk)(the upper left k by k part of S). This gives the best rank k approximation to the original matrix. Now therelevane sore matrix beomesR = XTk Q = (UkSkV Tk )TQ = (UTk X)T (UTk Q) (3)3



Uk is the projetion operator that projets an n-dimensional doument or query into k-dimensional LSIsubspae. Note that even if the olumns ofX are normalized to 1, the olumns ofXTUk are not automatiallynormalized, and so we ompute osines between the projeted douments and projeted queries.We may also write R = XT (UkUTk q) and investigate an alternative view of LSI. Given a term in q, UkUTk qexpands this term into many other terms. (If we retain all LSI index vetors, i.e, set k = m, by a standardlinear algebra theorem, UmUTm = Im, the identity matrix. This implies LSI returns to standard keywordmathing, no query expansion.) Thus LSI an be alternatively viewed as a query expansion method. Thisexplains why retrieval reall is improved in LSI. This query expansion interpretation of LSI by approximateword o-ourene is important for our modi�ation of LSI in setion 5.In the LSI representation the rows of UkSk are identi�ed as the \projeted terms" and the olumns ofUTk X = VkSk are identi�ed as the \projeted douments". 1 Note that the \projeted douments" aresimple linear ombinations of the projeted terms (see Setion 5).The trunated SVD is usually omputed by an iterative tehnique suh as the Lanzos method. TheSVDs in this report were omputed with the PARPACK software pakage (Mashho� and Sorensen, 1996)(as well as TRLAN (Wu and Simon, 1999) for veri�ation). Another popular software pakage for omputingSVDs is SVDPACK (Berry, 1992).2.3 EvaluationIn response to a query, a text retrieval system returns an ordered list r of the douments where r(1) is themost relevant, r(2) is the seond most relevant, and so on. Here r is obtained by sorting the relevane sorespreviously de�ned. The standard way to evaluate the performane of a system is to obtain these lists onpre-judged queries and ompute preision and reall. At point i, the preision is the number of relevantdouments in the �rst i elements of r (denoted by r(1 : i)) divided by i. This is a measure of the \auray"of the retrieval: the fration of the douments returned that are relevant. The reall is the number ofrelevant douments in r(1 : i) divided by the total number of relevant douments. This is a measure ofthe \ompleteness" of the retrieval: the fration of all relevant douments returned. For eah query thesemeasures are omputed at eah i from 1 to the number of douments. Preision values at �xed reall levels(typially interpolated to 0, 0.1, 0.2, . . . , 1.0) are noted and then averaged. A sample preision/reall urvefor the MEDLINE test set (with 8847 terms and 1033 douments) using term mathing and LSI is shown isFigure 1.In preision/reall terms, higher urves are better as they indiate a higher perentage of relevant do-uments at eah reall level. In the disussion that follows we will be evaluating various algorithms for textretrieval based on their preision/reall performane.2.4 LSI PerformaneExperiments with LSI have primarily used small data sets. The primary reason for this is the omplexity(in both time and spae) of omputing the SVD of large, sparse term-doument matries. Nevertheless,1There is some disagreement about using UTk , SkUTk , or S�1k UTk as the \projeted terms". In this work we use SkUkprimarily beause the term-term similarity matrixXXT an be deomposed as US2UT if X = USV T . Hene the rows of UkSknaturally orrespond to the rows of X (see (Ding, 1999)). 4



early results were enouraging. Figure 1 ompares LSI using with k = 200 to term mathing for the smallMEDLINE olletion. Here IDF weighting was used and the term-doument matrix was normalized prior todeomposition. The osine similarity measure was used in both ases.
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Figure 1: LSI vs. Term Mathing on MEDLINE (tf.idf)Performane on very large olletions is not as good. Figure 2 shows LSI using k = 300 on TREC6(Voorhees and Harman, 1998), a olletion with 115000 terms and 528155 douments. As the �eld has notentirely settled on the optimal k, experiments with di�erent numbers of fators up to 1000 have shownsimilar performane. Note that the omputational resoures needed for using more than 1000 fators makethis impratial for all but the largest superomputers.In the rest of this paper, we will investigate reasons for this drop in performane and attempt to hangethe projetion proess in order to retify this problem. A major fator will be the norm distribution of theprojeted terms, disussed in Setion 4.3 Software UsedFor the experiments in this paper we used the MATLAB*P system (Husbands et al., 1999). MATLAB*Penables users of superomputers to transparently work on large data sets within Matlab. Through the useof an external server (that stores and operates on data) and Matlab's objet oriented features we an handledata as though it were \in" Matlab. In this way, we were able to run our experiments in parallel on NERSC'sCray T3E and IBM SP and no hanges had to be made when moving from small to large olletions. Forexample, if A is the term doument matrix and Q is a matrix of queries, to investigate LSI we an type,5
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Figure 2: LSI vs. Term Mathing on TREC6 (tf.idf)[U,S,V℄=svds(X,k); % Perform a trunated SVDnewTerms=U*diag(S); % Compute the projeted termsnewA=V';newQ=newTerms'*Q; % Get new representation for queries% Use normols for osine measure and find the similaritiesSores=normols(newA)'*normols(newQ);Computing and graphing preision/reall urves from pre-judged queries also takes plae in MATLAB*Pusing simple m-�le sripts.4 Term Norms vs. Inverse Doument FrequenyThe norms (lengths) of the rows of UkSk (in addition to their diretions) have great inuene on the repre-sentations of the douments and queries. As Figure 3 and Table 1 show, there is great variability in termnorm. In this setion we will attempt to explain this variability and its e�et on retrieval performane.Beause projeted douments and queries are simple linear ombinations (.f. Setion 2.2) of the projetedterms, terms with low norm ontribute very little to the representations of douments and queries. The osinesimilarity measure omes into play too late: after the douments and queries have been projeted. Thus, ifsearhing for a term that happens to have low norm, the douments that ontain it will have only a smallomponent of that term and be dominated by other terms making it diÆult for retrieval.Figure 3 shows a histogram of term norms for the TREC olletion and Figure 4 plots IDF vs. term6



0 20 40 60 80 100 120 140 160
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

lo
g1

0(
co

un
ts

)

Term Norm

TREC6

Figure 3: Histogram of TREC6 (k = 300) term norms (with tf.idf weighting).norm for the NPL (7491 terms and 11429 douments) and TREC text olletions. We see the wide range ofnorms and that the lowest norm terms have the highest IDF weights. This implies that lowest norm termsare those with the lowest frequenies in the olletion.A term with low frequeny is often important to disriminate among relevant douments. Therefore, itse�et in IR should be magni�ed, and so its weight in IDF is large. However, our experiments indiate thatthe orretion power of IDF is not suÆient.As an example of this, onsider the TREC6 query that ontains the words \polio, poliomyelitis, disease,world, ontrol, post". For this query, the word \polio" is more spei� than \disease" (like \tennis" is morespei� than \sports"). The word \polio" has IDF weight 11:75 but norm 0:16 (k=300). The word \disease"has weight 6:17 and a muh higher norm of 3:44. It happens that the top douments returned for this queryare all about disease eradiation e�orts, but for diseases other than polio (malaria, tuberulosis, AIDS, et.).It seems that as far as disease goes, malaria, tuberulosis, AIDS are more prevalent in the olletion whereaspolio is relatively less frequent. If the original intent of the query is to �nd the spei� disease polio, thesmall norm of polio is not helpful for this goal.Colletion k Min norm Max norm Min IDF Max IDFMED 100 1:3e� 2 2:0e+ 0 1:9 10:0NPL 100 2:5e� 3 5:4e+ 0 2:5 13:5TREC6 300 1:5e� 4 1:5e+ 2 1:3 16:4Table 1: Term norms and IDF for text olletionsThe popular tf.idf global weighting sheme appears to be inadequate to mitigate the e�et of low term7
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Figure 4: IDF and term norm in LSI-spae for the NPL (left) and TREC6 (right) olletions (tf.idf). ForTREC6 terms with norm > 20 (42 in total) were are not displayed.norm. Table 1 shows the range of norms and IDF for a few test olletions. The lowest term norms aretypially orders of magnitude away from the highest IDF , hinting at IDF's inadequay. We an thereforesay that the e�et of IDF is lost after projetion. The situation with entropy term weighting is similar. Theentropy weights have an even smaller range than the IDF weights and so also are unable to ompensate forlarge variations in term norm.This situation ould be understood in the following way. The ourrene probability of a term is approx-imately proportional to the doument frequeny of the term, P (t) / df(t): The norm of t is approximatelyproportional to P (t). Thus, for two terms t1; t2, their norms have a ratio ofn(t1)=n(t2) � df(t1)=df(t2) � 100� 10000whereas the ratio of their IDFs is approximatelylog[N=df(t1)℄=log[N=df(t2)℄ � 10:The magnitudes of these two ratios are given in Table 1. They underly the level of importane of thedisriminanting power of rare words using norm or IDF. Clearly IDF is not enough to amplify the e�et ofthese rare words.Beause the olumns of Uk are saled by the singular values, these have a ontributing e�et on termnorm distribution and the projeted douments. Figure 5 plots the singular values of the NPL and TREC6olletions. It is interesting to note that after an initial drop the singular values deay very slowly over thedisplayed range.5 Normalized LSIIn this setion we attempt to remedy the situation by (1) examining how douments are represented in LSIspae and (2) proposing a normalization to ompensate for infrequent terms.8
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The omplete Normalized LSI is desribed below:� Compute the SVD with k fators Uk; Sk; Vk� Normalize the rows of the projeted terms T = D�1UkSk.� Compute the relevane sore using Eq.(5) (in pratie to ensure auray, we ompute osine betweenrows of XTT and olumns of T TQ.)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Recall

P
re

ci
si

on

Term Matching
LSI k=300    
NLSI k=300   

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7
Term Matching
LSI k=300    
NLSI k=300   

Figure 6: Preision-reall urves on TREC6 olletion for term mathing, LSI, and NLSI. We use tf.idf(left panel) and log.entropy (right panel) term weighting shemes.
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Figure 7: Preision-reall urves on NPL datatset for term mathing, LSI, and NLSI. We use tf.idf (left)and log.entropy (right) term weighting shemes.The results of using NLSI on the TREC6 are shown in Figure 6 both tf.idf and log.entropyweightingshemes. NLSI results on NPL are shown in Figure 7. Re-saling the projeted terms has a positive e�et on10
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