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ABSTRACT

We address the problem of tracking human faces under vari-
ous poses and lighting conditions. Reliable face tracking is a
challenging task. The shapes of the faces may change dramat-
ically with various identities, poses and expressions. More-
over, poor lighting conditions may cause a low contrast image
or cast shadows on faces, which will significantly degrade the
performance of the tracking system. In this paper, we de-
velop a framework to track face shapes by using both color
and depth information. Since the faces in various poses lie on
a nonlinear manifold, we build piecewise linear face models,
each model covering a range of poses. The low-resolution
depth image is captured by using Microsoft Kinect, and is
used to predict head pose and generate extra constraints at the
face boundary. Our experiments show that, by exploiting the
depth information, the performance of the tracking system is
significantly improved.

Index Terms— Face tracking, Depth camera

1. INTRODUCTION

Reliable tracking of 3D deformable faces is a challenging task
in computer vision. For one, the shapes of faces change dra-
matically with various identities, poses and expressions. For
the other, poor lighting conditions may cause a low contrast
image or cast shadows on faces, which will significantly de-
grade the performance of the tracking system.

Most previous face tracking systems uses a single optical
camera. Existing methods can be divided into two categories:
appearance based methods and feature based methods. The
appearance based methods use generative appearance models
to capture the shape and texture variations of faces, such as
active appearance models (AAMs) [1] [2] and 3D morphable
models [3]. The deformation parameters can be estimated us-
ing gradient descent optimization. These methods may suffer
from weak generalization capability due to lighting and tex-
ture variations.

The feature based methods track local facial features and
apply global shape models to constrain the feature locations.
Vogler et al. [4] developed a system that detects facial land-
marks by using active shape models (ASMs) [5]. Zhang et
al. [6] proposed a method using a combination of semantic
features, silhouette features, and online tracking features, and
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estimated model parameters in the form of an energy min-
imization problem. In addition to linear shape subspaces,
sparse learning based methods [7] [8] are also applied to
model shape priors to handle complex shape variations and
non-Gaussian errors. The feature based methods have better
generalization for new faces, but they may still lose tracking
due to the lack of semantic features and occlusions.

One of the main difficulties of visual descriptors on RGB
data is the insufficient discrimination on shapes, textures and
foreground objects. The problem gets even worse with poor
lighting condition and changing of viewpoints. On the other
hand, the depth information is invariant to color, texture and
lighting, making it easier to differentiate foreground objects
from background. Based on recent development of inexpen-
sive depth cameras, there is rapidly growing interest in ex-
ploring depth information in vision systems.

A large body of previous work with depth cameras fo-
cus on estimating the gestures of human bodies [9] [10]. As
3D face models attract more attention for face recognition
and animations [3] [11], some recently studies also use depth
cameras to recover 3D face shapes and other characteristics.
Fanelli et al. [12] developed a random forest algorithm to esti-
mate head orientations from the range data. Cai et al.[13] de-
veloped a maximum likelihood solution to track face shapes
from the noisy input depth data. Weise et al. [14] developed
a realtime system to reconstruct 3D head shapes from the
range data, which are used to generate face animations. Lai et
al. [15] proposed a method for object recognition by combin-
ing both RGB and depth data. Other applications include 3D
scene reconstruction [16] and indoor robotics [17], etc.

In this paper, we develop a framework to track face shapes
by using both color and depth information. Since the faces in
various poses lie on a nonlinear manifold, we build piecewise
linear face models, each model covering a range of poses. The
low-resolution depth image is captured by using Microsoft
Kinect, and is used to predict head pose and generate ex-
tra constraints at the face boundary. KLT trackers [18] are
employed to track individual facial landmarks, under global
shape constraints.

The overview of our system is shown in Fig. 1. A kinect
sensor is used to capture both RGB and depth data, and the
depth image is used to estimate the face orientation. The face
subspace of the closest pose is selected to constrain the shape
of the face. We estimate the landmark locations using both



Fig. 1. Overview of our system. (a) A kinect sensor is used
to capture both RGB and depth data. (b) The depth image is
used to estimate the face orientation. (¢) The face subspace
of the closest pose is selected to constrain the face shape. (d)
Both RGB and depth information are used to track the face.

the 1D gradient features described in [5] and face silhouette
captured from the depth image. Finally the landmarks are
tracked with the global shape constrains.

2. POSE ESTIMATION AND FACE SUBSPACES

We follow the work of Fanelli et al. [12] to estimate face
orientation. In their approach, head pose estimation is for-
mulated as a regression problem, and the pose parameters
are estimated directly from the depth data. The regression
is implemented within a random forest framework, learning
a mapping from simple depth features to a probabilistic esti-
mation of real-valued parameters such as 3D nose coordinates
and head rotation angles. The system works in real-time on a
frame-by-frame basis.

The face shapes under various poses lie on a hyper-
sphere-like manifold. Traditional shape models including
active shape models (ASMs) [5] and active appearance mod-
els (AAMs) [19] impose the variation of face shapes in a
linear subspace, which cannot handle large pose changes. To
solve this problem, we train piecewise linear ASM models.
The model is switched during the tracking procedure, based
on the head pose estimated from the depth data.

We train a total of 7 ASM models, i.e., frontal, half profile
(left and right), full profile (left and right), upper, and lower.
Each model covers a range of face poses. Some examples of
the training faces are shown in Fig. 2.

3. FACE TRACKING

Traditional shape fitting methods use the mean shape as the
initial shape to be placed on the face image. The current
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Fig. 2. Training set of the active shape models. (a) frontal;
(b) left half profile; (c) lower; (d) right half profile.

shape is iteratively modified by updating each landmark posi-
tion and then constraining the overall shape to lie on the shape
subspace. The active shape model and its recent extension
[20] use 1D and 2D profile models to locate the approximate
position of each landmark by template matching. Any tem-
plate matcher can be used, for instance, the classical ASM
forms a fixed-length normalized gradient vector (called the
profile) by sampling the image along a line orthogonal to the
shape boundary at the landmark. However, the gradient fea-
tures often suffer from lack of discrimination, especially un-
der poor lighting conditions and complex backgrounds. The
landmarks on face boundaries are often misaligned to back-
ground points with stronger gradients.

We propose a new local fitting method to solve this prob-
lem. For face boundary landmarks, instead of only matching
the Mahalanobis distance with the profile model, we also es-
timate the edge information in the depth map. The score of
each position along normal of boundary is defined as

d>=(9—9)"S; (9—9) + Nl v Ipl? (1)

where g is the gradient of current position. g and S, are
the mean and covariance matrix acquired during the training
phase. We use an additional term || 57 Ip]|? to estimate the
edge intensity of the depth map Ip. A is the parameter con-
trolling the trade-off between two terms.

Running ASM in every frame is computationally expen-
sive and causes jittering. To solve this problem, we track
the features using the KLT tracker [18] across consecutive
frames. The KLT tracker is a method for registering two lo-
cal features and computes the displacement of the feature by
minimizing the intensity matching cost. It efficiently gives
the new location of each landmark in the next frame. The



landmark coordinates are projected into the shape subspace
selected by the pose estimator. The positions are further up-
dated by using the global shape constraints.

4. EXPERIMENTS

We test our system with a subject sitting in front the kinect
sensor and performing different head poses and face expres-
sions. The background is static, but with rich textures. As
shown in Fig. 3, our system could effectively track the facial
landmarks, while disabling the depth data often leads to lost
tracking in this scenario.

5. CONCLUSION

In this paper, we develop a framework to track face shapes
by using both color and depth information. Since the faces in
various poses lie on a nonlinear manifold, we build piecewise
linear face models, each model covering a range of poses. The
low-resolution depth image is captured by using Microsoft
Kinect, and is used to predict head pose and generate extra
constraints at the face boundary. Our experiments show that,
by exploiting the depth information, the performance of the
tracking system is significantly improved.
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Fig. 3. Face tracking results
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