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Abstract

The large number of structured database sources on the Web presents pressing need for information integration at a large scale. How can we enable systematic access to this “deep Web”? We observe that, while autonomous sources are seemingly independent, their query schemas often reveal certain correlations, such that sources in the same structured domain (e.g., books, cars) tend to share a “locality” of query attributes. This paper thus develops the notion of attribute localities, which is key for many schema-based integration tasks– such as source clustering and query mediation. Such attribute localities, while very useful, are computational expensive to discover. However, our observation further indicates that the localities are often self-revealing, when attributes are linearly ordered in a certain way, reflecting their connectivities. We thus further propose a novel ordering-based approach, which discovers localities by progressive construction, guided by attribute connectivities. Our experimental study shows that our notion of localities naturally capture the inherent structured domains, and our approach effectively discovers such localities, over hundreds of real Web sources.

1 Introduction

The Web has been rapidly “deepened” by the massive searchable Web databases: While the surface Web has linked billions of static HTML pages, a far more significant amount of information is hidden in the deep Web, behind the query forms of searchable databases. One example of deep Web sources is Amazon.com. These Web databases are often also referred to as the hidden or invisible Web. The July 2000 survey of [1] claims that there were 500 billion hidden pages in $10^5$ online sources. Such information cannot be accessed directly through static URL links; they are only available as responses to dynamic queries submitted through the query interface of a database.

A wealth of work has been done in general information integration systems [2, 3], where sources are configured a priori for specific tasks. Several integration systems have been developed in a relatively small scale: e.g. Information manifold, TSIMMIS, Infomaster, Garlic, DISCO, Softbot, Ariadne, and others. In contrast, for text databases, there have been more efforts in large scale distributed search, i.e., meta-search (e.g. [4]).

We conduct an extensive survey [5] on deep Web to observe characteristics of the sources and study the implications of these characteristics on exploring and integrating Web databases. Although there are more structured databases on Web as we surveyed, relatively less work is done in this area as compared with text databases. The same challenges of large scale, which are equally important and difficult (if not more), exist for structured databases. We believe that the large number of structured sources on the Web presents pressing need for information integration at a large scale.

This paper focuses on structured databases on the deep Web, which provide structured information by accepting queries over the attributes on their query interfaces, or schemas (e.g., author and title for Amazon.com). Thus, our focus essentially distinguishes text sources, which normally provide keyword-based search interfaces for text documents. Since data must be retrieved with queries, any attempts for integration must essentially interact with source schemas, which therefore are naturally the central notions for deep Web sources.

On the deep Web, we observe a distinguishing characteristic that offers a fresh view for schema-based large scale integration: while autonomous sources are seemingly independent, their query schemas often reveal certain correlations, such that sources in the same structured domain (e.g., books, cars) tend to share a “locality” of query attributes. Further, these localities naturally capture the inherent structured domains of sources.
This paper thus develops the notion of attribute localities, which is key for many schema-based integration tasks—such as source clustering, query expansion and source selection. For example, the natural correspondence between attribute localities and source domains allows us to cluster sources. Given a set of sources, we can discover the localities among all the attributes, therefore the domain of a source can be reconstructed by finding the localities of the attributes that are contained in this source. We postpone case studies on applications of attribute localities to Section 6.

The attribute localities, while very useful, are computational expensive to discover, because the number of possible localities configurations for a set of attributes is even larger than the number of possible partitions of these attributes. Therefore a brute force approach is not suitable for discovering the localities.

However, our observation further indicates that the localities are often self-revealing, when attributes are linearly ordered in a certain way. Inspired by this observation, we propose a novel ordering-based approach, which discovers localities by progressively constructing such an attribute order. Indeed, the characteristics revealed by the attribute order we observed can tell us how to construct it. We find that such an ordering reflects the connectivities between attributes. To be more specific, first, attributes belong to a locality gather together, highly connected to each other and weakly connected to attributes in other localities. Second, the attributes within a locality are roughly ordered according to their degree of connectivities to other attributes in the same locality. Finally, for an attribute at the border of two localities, it has few connectivities to the attributes in previous localities, but has high connectivities to the attributes in the succeeding locality.

Based on these observations, we develop an algorithm COLD (Connectivity-guided Ordering-based Locality Discovery) to discover attribute localities. It starts with an initial locality containing an initial attribute, constructs attribute order by greedily appending the attribute that has the highest connectivities to current locality, and detects the transition points between consecutive localities.

We also find that straightforward direct attribute connectivity is not a good measure. Considering the high importance of connectivity measure to robustness of the algorithm, we develop a new indirect connectivity measure, context link, that takes into consideration the contextual co-occurrences of attributes.

We performed experiments on about 500 real sources in 8 domains. The result shows that our notion of localities naturally capture the inherent structured domains, and our approach effectively discovers such localities.

To highlight, we summarize the main contributions of this paper as follows:

- We develop the notion of attribute localities based on an interesting phenomenon observed on the deep Web sources. Such attribute localities is key for many schema-based integration tasks.
- We propose a novel ordering-based localities discovery approach, inspired by the inherent characteristics of such localities.
- We present connectivity-guided ordering construction algorithm COLD, which progressively construct an attribute order according to the connectivities between attributes, also inspired by the characteristics of localities.
- We develop context link as an indirect attribute connectivity measure, which is more robust than straightforward direct connectivity.
- We report experiments based on dataset of real Web sources. Our experimental result verifies the effectiveness and practicality of our approach. We also conduct case studies to demonstrate the applications of attribute localities in the real world.

The remainder of the paper is organized as follows. Section 2 motivates the notion of attribute localities based on observations on the deep Web sources. Section 3 introduces the connectivity-guided ordering approach for localities discovery, the detailed algorithm for which is presented in Section 4. We report the experiments and evaluation in Section 5. Section 6 demonstrates the case studies on applications of attribute localities. Section 7 discusses related works. Finally, we make concluding remarks in Section 8. Appendix A shows the detailed experiment results.

## 2 Attribute Localities

With the virtually unlimited amount of information, the deep Web is clearly an important frontier for data integration. This “wild” frontier of the deep Web is characterized by its unprecedented scale. As a challenge: Sources online are virtually unlimited. Thus, any attempts to make the deep Web accessible and useful must cope with the challenge of large-scale integration. Second, as an opportunity: However, while sources proliferate, in aggregate, their complexity tends to be “concerted,” revealing some underlying “structure”. In particular, we observe that there exists naturally formed “localities” of attributes, corresponding to different source domains. Such attribute localities is very useful for exploring and integrating deep Web sources. In this section, we present our observation of localities and briefly discuss its applications, then we formally define the notion of “locality” and propose the problem of locality discovery.

### 2.1 Observation: Locality Phenomenon

We manually collected our dataset of deep Web sources using Web directories(e.g., InvisibleWe-
<table>
<thead>
<tr>
<th>domain</th>
<th>sources</th>
<th>domain</th>
<th>sources</th>
</tr>
</thead>
<tbody>
<tr>
<td>Airfares</td>
<td>53</td>
<td>Hotels</td>
<td>38</td>
</tr>
<tr>
<td>Automobiles</td>
<td>102</td>
<td>Jobs</td>
<td>55</td>
</tr>
<tr>
<td>Books</td>
<td>69</td>
<td>Movies</td>
<td>78</td>
</tr>
<tr>
<td>CarRentals</td>
<td>24</td>
<td>MusicRecords</td>
<td>75</td>
</tr>
</tbody>
</table>

Figure 1: Deep Web Repository: 494 sources, 8 domains. b.com, BrightPlanet.com, WebFile.com) and search engines (e.g. Google.com). In particular, we collect 494 sources in eight domains, which are Airfares(AI), Automobiles(AU), Books(B), CarRentals(C), Hotels(H), Jobs(J), Movies(MO), and MusicRecords(MU). Figure 1 summarizes our dataset. We have released this dataset, the Deep Web Repository, available online at http://eagle.cs.uiuc.edu/metaquerier.

From this dataset, we observe a distinguishing characteristic that offers a fresh view for schema-based large scale integration: while autonomous sources are seemingly independent, their query schemas often reveal certain correlations, such that an attribute tends to relate to certain others, and they together form a locality of query attributes (e.g., author, title, ISBN and publisher).

Further, these localities naturally capture the inherent structure domains of sources, such that sources in the same domain tend to share a “locality” (e.g., author, title, ISBN, and publisher for the Books domain, and make, model, year for the Automobiles domain).

Figure 2(a) plots how attributes (the y-axis) occur in sources (the x-axis), so that a dot at (x, y) indicates that the schema of source x contains attribute y. Note that sources are ordered according to their domains, and attributes according to their order of first-occurrence along these ordered sources. Observe that each densely-dotted triangle along the diagonal represents an attribute locality, which is also squarely aligned with the domain boundaries of sources on the x-axis. The attributes that have occurrences only within some triangle are domain specific attributes. The attributes that have occurrences outside of the triangles are across domain.

As we have observed, we thus hypothesize the existence of attribute localities across sources. In fact, we believe such existence is to be expected: For each structured domain, naturally there is a conceptual pool of common attributes, or vocabulary, that characterizes the structured database objects exported by sources in that domain. These sources draw attributes from this vocabulary to form schemas. Therefore at a large scale with many sources of the same domain, we see their attributes form localities. Moreover, the localities correspond to different domains are naturally distinguishable from each other because the conceptual attribute pools for the domains are distinguishable, otherwise the source query interfaces can not tell users what kind of databases objects they export, thus would be confusing and useless to the users.

2.2 Definition of Locality

We have observed attribute localities in the above section, thus in this section we formally develop the notion of locality, which is key for many schema-based integration tasks—such as source clustering, query expansion and source selection. First, the natural correspondence between attribute localities and source domains enables identifying the domain of a source according to the localities of its schema attributes, therefore indirectly solves the problem of source clustering. Second, the localities enables expanding users’ query attributes with relevant attributes in the localities. Last, based on source clustering and query expansion, source selection for answering users’ queries is enabled.

We postpone the detailed case studies on these applications to Section 6. Below we formally define attribute locality and illustrate the concepts with examples.

As the building block of deep Web sources, query attributes are shown as the labels of query form elements on Web pages. The schema of a source contains a set of attributes. From now on, we will use schema and source interchangeably because we do not concern other features of a source in this paper.

Definition 1 (Attribute-Source Space): An attribute-source space is a 3-tuple \((\mathcal{V}, S, D)\): The vocabulary \(\mathcal{V}\) is a set of attributes \(\{a_1, ..., a_n\}\). \(S\) is a set of sources \(\{s_1, ..., s_m\}\), where \(s_i \subseteq \mathcal{V}\) for \(1 \leq i \leq m\). Every attributes in \(\mathcal{V}\) occur in some sources in \(S\), i.e., \(\mathcal{V} = \cup s_i\). \(D\) is a set of domains \(\{d_1, ..., d_k\}\) that partitions \(S\), i.e., \(S = \cup d_i\) and \(d_i \cap d_j = \emptyset\).

An example of attribute-source space is shown in Figure 3. There are three domains: Automobiles, Books, and Movies, each of which contains 10 sources and 10 attributes. There are altogether 25 attributes because there are attributes (e.g., title) across multiple domains.

Definition 2 (Locality): A locality configuration on vocabulary \(\mathcal{V}\), \(l_\mathcal{V}\), is \(\{l_1, ..., l_t\}\) where \(l_i \subseteq \mathcal{V}\) for \(1 \leq i \leq t\), and \(\mathcal{V} = \cup l_i\). It is possible that \(l_i \cap l_j \neq \emptyset\) for \(l_i, l_j \in l_\mathcal{V}\).

\(L_\mathcal{V}\) is used to denote the set of all locality configurations on \(\mathcal{V}\), i.e., \(L_\mathcal{V} = \{l_\mathcal{V}\}\).

Note that we consider domains as disjoint, which is a reasonable assumption based on the real world situation. However, we consider localities as overlapping, because there exist attributes that are common to multiple domains, and thus localities (e.g., title in both Books and Movies).
Attribute attribution good and poor ones. The domain attributes projectable locality configurations, among which there are cover such a hidden locality configuration, for the attribute-source space (V, S, D), with V and S as given and D as hidden. L_V is the set of all possible locality configurations, among which there are good and poor ones. The domain attributes projection L_P is an instance of locality configuration, i.e., L_P ∈ L_V. For example, domain attributes projection for the attribute-source space in Figure 3 is shown in Figure 4. Naturally it is a good locality configuration because it is generated according to the real domains of sources. However, without domain knowledge, it is non-trivial to discover such a locality configuration, as we discuss in the section below.

2.3 Difficulties in Locality Discovery

The locality phenomenon is self-revealing only when we order sources domain by domain, as we did in Figure 2(a). Without such knowledge of domains, it is non-trivial to discover locality. Figure 2(b) plots how attributes (the y-axis) occur in sources (the x-axis) in the same way as in Figure 2(a), but the sources on the x-axis are randomly from all domains instead of domain by domain. Obviously we can only see a single sparse triangle covering all the sources and all the attributes, instead of localities.

Consider attributes as nodes in an attribute graph, in which two attributes (nodes) are connected by an edge if they co-occur in some schemas. The edge is weighted by the number of co-occurrences of the two attributes. Imagine the extreme case that all domains of sources are isolated from each other without any shared attribute, and all the sources in a domain have the exact same schema. In such a case, each attribute locality is a “perfect” clique on the graph.

However, the concept of locality as “clique” would be fuzzy rather than definite because the real world is much more complex than the ideal case. Above we assume there exists “perfect” localities which have two properties: fully connected attributes within locality, and isolated localities. It is clear that there is even no single such “perfect” clique in the real world. Therefore it is nontrivial to find the fuzzy “cliques”, i.e., localities.

First, the attributes within a locality are not fully connected. To begin with, two attributes in a locality may not co-occur frequently or even do not co-occur. Moreover, two attributes with few co-occurrences are not necessarily weakly associated. Instead, they could be strongly associated if they both heavily co-occur with other common attributes in the locality.
ly, the degree of association for each attribute pair is different.

Second, the attributes from different localities are related instead of isolated. As shown in Figure 2(a), there exists a lot of attributes that occur in multiple domains, which we name linking attributes. The existence of linking attributes reflects the natural semantic connections between different domains. For example, attribute 55 in Figure 2(a) is title, which occurs in multiple domains such as Books, Movies, and MusicRecords.

Furthermore, such linking attributes are abundant, frequent and they are the only constituents of many sources, as we observed from the dataset. First, there are a large amount of linking attributes. Among the 422 attributes in all sources, 17.5% (74/422) are linking attributes. Second, these linking attributes occur frequently. Intuitively, the more domains an attribute occurs in, the more frequent it is. Among the top 20 frequent attributes, 18 attributes are linking attributes. Third, the linking attributes constitute a large amount of sources. 21.9% (108/494) sources contain only linking attributes.

3 Locality Discovery: Connectivity-Guided Ordering

Attribute localities are difficult to uncover as we discussed in Section 2.3. However, we further observe that the localities are often self-revealing, when attributes are linearly ordered in a certain way. Indeed, the characteristics revealed by the attribute order we observed can tell us how to construct it. We find that such an order reflects the connectivities between attributes. Inspired by this observation, we propose a novel connectivity-guided ordering-based approach, which discovers localities by progressively constructing such an attribute order.

3.1 Observation: Attribute Ordering

From Figure 2(a), we observe two interesting attribute ordering effects, which are macro ordering and micro ordering respectively.

Macro ordering: Attributes belong to a locality gather together and localities appear on the y-axis in the order corresponding to the order of domains on the x-axis. Therefore we observe that each densely-dotted triangle along the diagonal is squarely aligned with the domain boundaries of sources on the x-axis.

Micro ordering: the attributes within a locality are roughly ordered according to their numbers of co-occurrences with other attributes in the same locality. Therefore we see the thick bottom and sparse top of triangles, because the vertical alignment of two attributes represents their co-occurrence.

Moreover, the order of observing domains and the order of observing sources within a domain does not have much impact on these two attribute ordering effects. Figure 2(c) plots how attributes (the y-axis) occur in sources (the x-axis) in the same way as in Figure 2(a), but the domains are in a different order from Figure 2(a) and sources within each domain are observed with a random different order. Interestingly, we still observe the ordering effects.

3.2 Locality Discovery: Connectivity-Guided Greedy Ordering

The ordering effects shown by the localities in Figure 2(a) motivate us to find localities along the order of attributes. Once we find a “magic” attribute order as in Figure 2(a), the localities themselves would be self-revealed. What is left to do is just detecting the transition points at the border of consecutive domains.

Suppose there are altogether $n$ attributes ($|V| = n$), then the number of possible ordering schemes is $n!$. This prohibiting large number makes it infeasible to evaluate all possible orderings.

Indeed, the characteristics revealed by the “magic” order in Figure 2(a) can tell us how to construct it. We find that the attribute order reflects the connectivities between attributes. To be more specific, first, attributes gathered in the same locality are highly connected to each other and weakly connected to attributes in other localities. Therefore we observe the dense triangles and relatively sparse region outside of the triangles. Second, the micro ordering effect tells us that attributes within a locality are roughly ordered according to their number of co-occurrences with other attributes in the same locality. The number of co-occurrences reflect connectivities. Finally, for an attribute at the border of two localities, it has few connectivities to the attributes in previous localities, but has high connectivities to the attributes in the succeeding locality.

According to the above observations, we propose to greedily construct an attribute order guided by attribute connectivities for discovering localities. Specifically, assume we have a function $C$ to evaluate the connectivities between an attribute and a locality, starting from one locality $\mathcal{L}$ containing one attribute $a$ (the most frequent attribute, as in our algorithm), the following three rules can be used to construct a sequence of attributes:

Rule 1: The next attribute to be added into the sequence, $a_{next}$, is the one that has the highest connectivities to attributes in current locality $\mathcal{L}$, i.e., $a_{next} = \text{argmax}_a C(a, \mathcal{L})$.

Rule 2: If there is no attribute that has connectivities to current locality $\mathcal{L}$, i.e., $C(a_{next}, \mathcal{L}) = 0$, then a new attribute will start a new locality, which becomes the current locality.
Rule 3: Suppose \( a \) is the last attribute and \( a' \) is the second to last attribute in the sequence. If both \( C(a_{next}, \mathcal{L}) \) and \( C(a', \mathcal{L} \setminus \{a\}) \) is higher than \( C(a, \mathcal{L} \setminus \{a\}) \) (which means \( a \) is highly connected to \( a_{next} \) but less connected to other attributes in \( \mathcal{L} \)), then \( a \) and \( a_{next} \) start a new locality, which becomes the current locality.

We introduce the details of the algorithm in Section 4, including the function \( C \) mentioned above. Below we introduce how to compute the connectivities between two attributes, which is the foundation of \( C \).

3.3 Context Link: Serving as Connectivity

Mutual information is a measure of the amount of information one random variable contains about another [6], therefore could be used to capture the correlation between two attributes. Suppose \( p(x = 1) \) is the probability that attribute \( x \) appear in a schema and \( p(x = 1, y = 1) \) is the probability that attribute \( x \) and \( y \) appear together in a schema. The mutual information of \( x \) and \( y \) is

\[
I(x; y) = \sum_{x=y=0}^{1} p(x,y) \log \frac{p(x,y)}{p(x)p(y)}. 
\]

However the correlation expressed by mutual information does not capture the connectivity that we desire. The reason is that mutual information considers presence the same important as absence in schema data, while connectivity only considers co-occurrences as important. Mutual information combines four situations: both \( x \) and \( y \) are presented, none of them is presented, \( x \) but \( y \) is presented, and \( y \) but \( x \) is presented. For example, it considers \( x \) and \( y \) highly correlated if \( x \) always occur in a schema when \( y \) does not occur.

Therefore we define connectivity of two attributes as following. Instead of combining the four situations, it only measures whether the probability of \( x \) and \( y \) co-occurring in a schema is significant. The extra 1 is for the purpose of making the result value be over 0.

**Definition 4 (Connectivity):** \( C(x,y|\mathcal{V}, \mathcal{S}) = p(x = 1, y = 1) \log(1 + \frac{p(x=1,y=1)}{p(x=1)p(y=1)}) \).

This definition is based on the direct connectivities of two attributes. However, attributes may be indirectly connected.

**Example 1:** Suppose there are two domains of schemas, Books and Movies, as shown in Figure 5. The first domain contains 5 attributes title, author, ISBN, subject, and format. The second domain contains 6 attributes title, actor, director, genre, rating, and format. Note that although subject and format do not co-occur at all, they both co-occur with other attributes. Therefore although their direct connectivity is zero, they should have high indirect connectivity. On the other hand, although format and rating co-occur once, they do not both co-occur with many common attributes.

![Figure 5: Example of indirect connectivity](image_url)

Therefore their indirect connectivity is low. Moreover, if we take into consideration that title occurs in most sources, then it should endow less connectivity between format and rating.

As a better similarity measure for two transactions than direct similarity such as Jaccard coefficient, “link” is defined in [7] as the number of common neighbors of two transactions. Inspired by this idea, we extend the concept of connectivity of attributes to context link.

**Definition 5 (Context Link):** For a vocabulary \( \mathcal{V} \) and a set of sources \( \mathcal{S} \), the context link between two attributes \( x, y \in \mathcal{V}, link(x,y|\mathcal{V}, \mathcal{S}) \), is defined as the sum of their direct link and indirect links, i.e.,

\[
link(x,y|\mathcal{V}, \mathcal{S}) = \sum_{i=1}^{\infty} w_i \cdot \text{link}_i(x,y|\mathcal{V}, \mathcal{S}), 
\]

where \( \text{link}_i(x,y|\mathcal{V}, \mathcal{S}) = \sum_{a_1,...,a_i} \min(c(a_1,...,a_i,x,y),c(a_1,a_2|\mathcal{V}, \mathcal{S}),...,c(ai,a_i|\mathcal{V}, \mathcal{S})) \). \( link(x,y|\mathcal{V}, \mathcal{S}) \) is context \( i \)-link of \( x \) and \( y \), which is the indirect link between \( x \) and \( y \) through other \( i \) attributes, i.e., \( x \) and \( a_1 \) co-occur, \( a_2 \) and \( a_3 \) co-occur, ..., \( a_i \) and \( y \) co-occur. All the \( i \)-links are weighted by some \( w_i \).

The computation of full context link is exponentially complex, therefore we adopt only context 1-link with weight 1, which experimentally is shown to be a good selection. Thus,

\[
link(x,y|\mathcal{V}, \mathcal{S}) = c(x,y|\mathcal{V}, \mathcal{S}) + \sum_{a \in \mathcal{V}, a \neq x,y} \min(c(x,a|\mathcal{V}, \mathcal{S}),c(a,y|\mathcal{V}, \mathcal{S})).
\]

**Example 2:** For the attribute-source space in Example1, \( c(\text{format}, \text{subject}) = 0 \) and \( c(\text{format}, \text{rating}) = 0.113 \), but \( link(\text{format}, \text{subject}) = 0.738 \) and \( link(\text{format}, \text{rating}) = 0.425 \).

4 Algorithm COLD: Connectivity-guided Ordering-based Locality Discovery

In this section, we introduce the Algorithm COLD (Connectivity-guided Ordering-based Locality Discovery) for discovering attribute localities, which starts with an initial locality containing an initial attribute, constructs attribute order by greedily appending the attribute that has the highest connectivities to current locality, and detects the transition points between consecutive localities. The algorithm is shown in Figure 6. It consists of five steps: filtering, ordering, reallocating, multiple allocating, and putting back filtered attributes. Below we explain the details of each step one by one.
Algorithm Locality Discovery

**Input:**
- $\mathcal{V}$: input attributes

**Output:**
- $\mathcal{L}$: localities

**Procedure:**
1. (1) **Filtering Rare Attributes:**
   \[
   \mathcal{V}' \leftarrow \{ v \mid v \in \mathcal{V}, \text{frequency}(v) > 1 \}
   \]
2. (2) **Ordering Attributes:**
   \[
   a_{\text{start}} \leftarrow \arg\max_{a \in \mathcal{V}} \text{frequency}(a)
   \]
   \[
   \mathcal{L} \leftarrow \text{Order}(\mathcal{V}', a_{\text{start}})
   \]
3. (3) **Reallocating Localities:**
   \[
   \mathcal{L}' \leftarrow \{ l \mid \exists l' \in \mathcal{L}, \text{link}(l, l') > \text{localities}(l) \}
   \]
   \[
   \mathcal{L} \leftarrow \text{Reallocate}(\mathcal{L} \setminus \mathcal{L}', \mathcal{L}') / \text{TLH}
   \]
4. Multiple Allocating:
5. Putting Back Filtered Attributes:
   \[
   \mathcal{L} \leftarrow \text{Reallocate}(\mathcal{L}, \{ \mathcal{V} \setminus \mathcal{V}' \})
   \]

Figure 6: Algorithm: Locality Discovery

4.1 Step 1: Filtering

This step filters those attributes that occur only in one source. Empirically we find that these rare attributes weaken the robustness of the following steps of the algorithm. Therefore we do not let these attributes participate in the rest steps. Instead, we put back these attributes in the last step. Intuitively since such a rare attribute only occur in one schema, its localities can easily be determined according to other attributes in that schema.

Example 3: From now on, we use the small example of attribute-source space in Figure 3 to illustrate the algorithm. The results for the attribute-source space of the dataset we collect are reported in Appendix. The example in Figure 3 contains 3 domains, each of which contains 10 sources and 10 attributes. In the filtering step, publication, data, state, style, color, and area are filtered because they only occur once.

4.2 Step 2: Ordering

The details of the function Order in Figure 6 is shown in Figure 7. It starts with the attribute of highest frequency, as the initial locality. As motivated in Section 3, the attributes ordering is greedily constructed by iteratively adding attribute that has the highest connectivities to current locality. The connectivity between two attributes is captured by the context link defined in Section 3.3, based on which the connectivities between an attribute and a locality is defined as attribute-locality link, shown below.

Algorithm Order($\mathcal{V}, a_{\text{start}}$)

**Input:**
- $\mathcal{V}$: input attributes.
- $a_{\text{start}}$: starting attribute.

**Output:**
- $\mathcal{L}$: localities.

**Procedure:**
1. $\mathcal{L} \leftarrow \{ \}$; $\mathcal{CL} \leftarrow \{ a_{\text{start}} \}; \mathcal{V} \leftarrow \{ a_{\text{start}} \}$
2. while $\mathcal{V}$ is not empty
3. $a_{\text{max}} \leftarrow \arg\max_{a \in \mathcal{V}} \text{link}(a, \mathcal{CL})$
4. if $\text{link}(a_{\text{max}}, \mathcal{CL}) = 0$ then
5. $\mathcal{L} \leftarrow \text{Order}(\mathcal{V}, a_{\text{start}})$
6. else
7. $a_{\text{start}} \leftarrow \arg\max_{a \in \mathcal{V}} \text{frequency}(a)$
8. $\mathcal{CL} \leftarrow \{ a_{\text{start}} \}; \mathcal{V} \leftarrow \{ a_{\text{start}} \}$
9. $\mathcal{CL} \leftarrow \{ a_{\text{max}} \}$
10. $\mathcal{L} \leftarrow \text{Order}(\mathcal{V}, a_{\text{start}})$
11. $\mathcal{L} \leftarrow \{ a_{\text{max}} \}$
12. $\mathcal{CL} \leftarrow \text{Order}(\mathcal{V}, a_{\text{start}})$
13. $\mathcal{CL} \leftarrow \{ a_{\text{max}} \}$
14. $\mathcal{L} \leftarrow \text{Order}(\mathcal{V}, a_{\text{start}})$
15. $\mathcal{L} \leftarrow \text{Order}(\mathcal{V}, a_{\text{start}})$
16. $\mathcal{L} \leftarrow \text{Order}(\mathcal{V}, a_{\text{start}})$
17. $\mathcal{L} \leftarrow \text{Order}(\mathcal{V}, a_{\text{start}})$
18. return $\mathcal{L}$

Figure 7: Algorithm Order

Definition 6 (Attribute-Locality Link): Given a locality $l = \{ a_1, ..., a_k \}$ and an attribute $a \notin l$, the attribute-locality link between $a$ and $l$, $\text{link}(a, l) = \frac{1}{k} \sum_{i=1}^{k} \text{link}(a, a_i)$. ■

The function Order has two facilitating data structures. $\mathcal{L}$ is used to record all the discovered localities. $\mathcal{CL}$ is the current locality. Under two situations, $\mathcal{CL}$ is inserted into $\mathcal{L}$ and a new $\mathcal{CL}$ is formed. First is when there is no attribute that has connectivity to $\mathcal{CL}$, therefore no attribute can be added into it. After $\mathcal{CL}$ is inserted into $\mathcal{L}$, the most frequent attribute among the rest attributes is selected as the initial attribute of a new $\mathcal{CL}$, just the same as how the ordering procedure is started. Second is when a transition attribute is detected (introduced below). In this case, the transition attribute is treated as the starting attribute of the new $\mathcal{CL}$.

4.2.1 Transition Attributes

Transition attributes are those attributes on the border of two consecutive localities, defined below according to the third characteristics of the “magic” order as we described in Section 3.2.

Definition 7 (Transition Attribute): Given a current locality $\mathcal{CL} = \{ a_1, a_2, ..., a_k \}$, where attributes
Let \( a_1, a_2, \ldots, a_k \) be in the order by which they are added into \( \mathcal{CL} \). \( a_{\text{max}} \) is the attribute that has the highest connectivity to \( \mathcal{CL} \), i.e., \( a_{\text{max}} = \arg\max_{a \in \mathcal{V}} \text{link}(a, \mathcal{CL}) \), where \( \mathcal{V} \) is set of attributes that have not been included into the attribute ordering yet. \( a_k \) is a transition attribute if the following two conditions are satisfied:

\begin{enumerate}
\item \( \text{link}(a_{k-1}, \mathcal{CL} \setminus \{a_{k-1}, a_k\}) > \text{link}(a_k, \mathcal{CL} \setminus \{a_k\}) \)
\item \( \text{link}(a_{\text{max}}, \mathcal{CL}) > \text{link}(a_k, \mathcal{CL} \setminus \{a_k\}) \)
\end{enumerate}

Note that \( \mathcal{CL} \) contains at least 3 attributes if \( a_k \) is a transition attribute.

After the transition attribute \( a_k \) is detected, it is removed from the current locality \( \mathcal{CL} \), which is inserted into \( E \). The new current locality \( \mathcal{CL} \) is set to be \( \{a_k, a_{\text{max}}\} \).

Attribute \( a_{\text{max}} \) is well connected to the transition attribute \( a_k \), as justified below. \( \text{link}(a_k, \mathcal{CL} \setminus \{a_k\}) > \text{link}(a_{\text{max}}, \mathcal{CL} \setminus \{a_k\}) \) because \( a_k \) is the attribute that has highest attribute-locality link to \( \{a_1, \ldots, a_{k-1}\} \). Therefore, \( \text{link}(a_{\text{max}}, \mathcal{CL}) > \text{link}(a_{\text{max}}, \mathcal{CL} \setminus \{a_k\}) \) according to (b) in Definition 7. \( \text{link}(a_{\text{max}}, \mathcal{CL}) = \frac{\text{link}(a_{\text{max}}, \mathcal{CL} \setminus \{a_k\}) + (k-1) \cdot \text{link}(a_{\text{max}}, \mathcal{CL} \setminus \{a_k\})}{k} \).

We have \( \text{link}(a_k, a_{\text{max}}) > \text{link}(a_{\text{max}}, \mathcal{CL} \setminus \{a_k\}) \). This means \( a_{\text{max}} \) has high connectivity to \( a_k \) but not to the rest of \( \mathcal{CL} \). Meanwhile, according to (a) in Definition 7, \( a_k \) does not have high connectivity to \( \mathcal{CL} \), at least not as high as its previous attribute \( a_{k-1} \).

Based on the analysis above, it is reasonable to start a new locality with \( a_k \) and \( a_{\text{max}} \). Even if the decision is incorrectly made (\( a_k \) should be in \( \mathcal{CL} \) or both), it can be remedied later by multiple allocation in Step 4.

**Example 4:** In the example of Figure 3, the most frequent attribute is title, therefore the algorithm starts with it. The localities found by ordering is shown in Figure 8(a). Right after each attribute, the domains in which the attribute has occurrences are listed (A for Automobiles, B for Books, and M for Movies). Note that 4 localities are discovered instead of 3. We name these localities as \( l_1, l_2, l_3 \) and \( l_4 \) for ease of representation. Attributes in \( l_1 \) all occur in Books, attributes in \( l_2 \) all occur in Movies, and attributes in \( l_3 \) all occur in Automobiles except subject. Subject in \( l_4 \) is not a good one, which contains one attribute from Books and one attribute from Movies. No linking attributes are discovered. We show in later steps how these problems can be removed. We also visualize the discovered localities by plotting the attribute-locality link of each attribute to its current locality, as shown in Figure 9. There are 3 transition attributes, which are actor, make and category.

### 4.3 Step3: Reallocating

The localities formed in Step 2 may not be good and attributes may not be in appropriate localities. We solve these problems by detecting inappropriate localities and attribute assignments according to the following three heuristics, and reallocating the attributes.

The three heuristics are all based on a Reallocate function, shown in Figure 10, which assign an attribute to the locality that has the highest attribute-locality link with the attribute.

**Tight Localitiness (TLH):** This heuristic is for identifying those illly formed localities. It requires that attributes within a locality should be well connected to each other, corresponding to the first characteristics of the “magic” order as we described in Section 3.2. All the attributes in locality \( l \) are reallocated if there exists another locality \( l' \) such that the inter-locality link between \( l \) and \( l' \) is higher than the localitiness of \( l \), i.e., \( \text{link}(l, l') > \text{localitiness}(l) \).

The localitiness of a locality quantifies the degree of links between attributes within a locality.

**Definition 8 (Localitiness):** Given a locality \( l \), its localitiness is \( \text{localitiness}(l) = \frac{2}{|l|(|l|-1)} \sum_{x,y \in l, x \neq y} \text{link}(x,y) \).

The inter-locality link quantifies the degree of links between attributes from two localities.
Example 6: For example, in Figure 8(b), subject is in \( l_5 \) which contains mostly attributes from the Automobiles domain. According to source representing heuristic, among the sources that are assigned to \( l_3 \) by the above source-locality correspondence method, there is no source that contains subject. Therefore subject is reallocated to \( l_4 \). The resulting localities are in Figure 8(c).

**Small Locality Heuristic (SLH):** This is a simple heuristic, which requires that the size of each locality should at least be 2. Those localities with only one attribute is reallocated.

### 4.4 Step4: Multiple Allocating

As we find in Section 2.3, there are linking attributes which occur in multiple domains, therefore should be in multiple localities. We also find that these linking attributes are large-amount, frequent, and constituting many sources, thus should not be disregarded. Therefore partialional locality configurations such as Figure 8(a)(b)(c) should be avoided. The algorithm allocate attributes to multiple localities based on the following heuristic.

**Multiple Allocating Heuristic (MAH):** A attribute \( a \) is allocated to a locality \( l \) if the attribute-locality link is higher than localitiness of \( l \), i.e., \( \text{link}(a,l) > \text{localitiness}(l) \).

Example 7: The result of allocating attributes to multiple localities is shown in Figure 8(d). To be specific, title and format are allocated to domain Movies, in addition to Books.

### 4.5 Step5: Putting Back Rare Attributes

Those rare attributes filtered in Step 1 are put back to suitable localities using the reallocating function \( \text{Reallocate} \) in Figure 10.

Example 8: The result of putting back rare attributes is shown in Figure 8(e). We can see that all the rare attributes (publication, data, state, style, color, and area) are put back to proper localities.

### 5 Experiments

We conduct experiments of Algorithm \( \text{COLD} \) on the deep web sources repository we collected at \( \text{http://eagle.cs.uiuc.edu/metaquerier} \). There are 494 sources in eight domains, as summarized in Figure 1, and 422 attributes altogether. We manually extractized attributes from the schemas of these sources. We also did some straightforward preprocessing to merge attributes of slight textual variations (e.g., authors and author). We focus on discovering attribute locality and consider such attribute extraction and preprocessing as independent tasks. In particular, attribute extraction (e.g., extracting title from "please input title") can...
be automated with noun-phrase extraction tools, such as LinkIT [8].

Due to the space limitation, the localities discovered on this attribute-source space is shown in Figure 12 (in Appendix). We evaluate the results in Figure 11. Our algorithm finds 9 localities, which is very close to the number of domains, 8, without any parameters given by human experts. For each discovered locality, most of its attributes are in one domain, and there are few attributes from other domains allocated to this locality. For example, all the 55 attributes in locality 9 are from *Automobiles* (either domain-specific attributes or linking attributes), and there is no attribute from other domain. We also find that all the attributes that only occur in one domain are also allocated to the corresponding localities. Therefore all the attributes counted under the column “others” in Figure 11 are at the same time also allocated to the appropriate localities. For example, the two attributes from *Automobiles* that are allocated to locality 7 are also multiply allocated to locality 9.

Localities 2, 3, and 4 worth special discussions. Note that our algorithm does not require any parameter such as number of localities, therefore 9 localities are discovered although there are 8 domains. Locality 2 corresponds to attributes occur in *Movies* or *MusicRecords*, locality 3 corresponds to *MusicRecords*, and locality 4 corresponds to *Movies*. Indeed, such a configuration is not necessarily bad. By checking our dataset, we find that there are a lot of schemas accepting queries for both movies and music records, although some may emphasize movies and others emphasize music records. However, we manually assigned these sources to *Movies* or *MusicRecords*, without realizing beforehand that there should be a third domain for such kind of sources. The discovering of locality 2 indicates the localities found very naturally correspond to real world domains, even subtle one.

### 6 Case Study: Applications

In this section, we introduce three case studies demonstrating the applications of attribute localities in integrating deep Web sources.

<table>
<thead>
<tr>
<th>locality</th>
<th>main domain</th>
<th>others</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>B:50</td>
<td>MU:5</td>
</tr>
<tr>
<td>2</td>
<td>MO/MU:19</td>
<td>MU:11</td>
</tr>
<tr>
<td>3</td>
<td>MU:44</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>MO:41</td>
<td>AU:1</td>
</tr>
<tr>
<td>5</td>
<td>H:34</td>
<td>MU:1</td>
</tr>
<tr>
<td>6</td>
<td>J:77</td>
<td>C:6</td>
</tr>
<tr>
<td>7</td>
<td>AI:60</td>
<td>AU:2</td>
</tr>
<tr>
<td>8</td>
<td>C:29</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>AU:55</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 11: Discovered localities on *Deep Web Repository*

**Source Clustering:** Figure 2 indicates that there is a natural mapping between localities and domains. The discovered localities enable us to cluster deep web sources based on their schemas. For example, for the localities $L = \{l_1, ..., l_n\}$, construct domains $D = \{d_1, ..., d_n\}$, where $d_i$ is corresponding to $l_i$. A source $s = \{a_1, ..., a_k\}$, treated as a virtual locality, is assigned to the domain corresponding to the locality that has the largest inter-locality link with the $s$, i.e., $\text{domain}(s) = d_i$, where $i = \arg\max_{1 \leq i \leq n} \text{link}(s, l_i)$. (Note that this domain assignment uses the same approach as source representing heuristic in Section 4.3.) The domains of the sources in Figure 3 are fully recovered by this method.

Existing Web clustering approaches rely on not only page contents, but also link structure, anchor text and other features of HTML, therefore are very expensive compared with using source schemas alone for clustering. Moreover, these approaches do not deal with query interfaces expressly, therefore the contents of pages that contain the query interfaces incur noisy information, instead of revealing the domains of the structured databases exported by the interfaces. [9] classifies text databases with keyword query interfaces by sending probing queries to the sources to sample the contents of sources, which is also very expensive.

**Query Expansion:** Query expansion technique in IR and Web search expands users’ original query with new terms and re-weights the terms in the expanded query [10]. Its motivation is the phenomenon that users often need to spend large amounts of time formulating their queries to accomplish effective retrieval because of the lack of detailed knowledge of the retrieval environment. Therefore query expansion treats the original query as an initial attempt and expands it by examining the retrieved documents from the original query.

Analogously users may feel helpless facing the large amount of query attributes of the deep Web sources because she does not know which attribute to query. Even if she has some attribute in mind, she does not know which other attributes should she use to further refine her queries because it is tedious to browse all the source schemas to figure out the connections between attributes.

Given the discovered attribute localities, it is easy to bring up the locality of an attribute. The size of the returned attributes can be controlled by ranking the links between the attribute and other attributes in the locality. We can view this as giving the user an “advanced query form” based on the input of just one single attribute. This facility not only eases the user’s effort to specify query attributes, but also can tell her useful attributes that she may even not know before.

**Source Selection:** Based on source clustering and query expansion, source selection is enabled. Suppose
a user wants to query a set of attributes \( \{a_1, \ldots, a_k\} \), the related localities is \( \{l | \exists a_i \in l, l \in L, 1 \leq i \leq k\} \). Therefore multiple advanced query forms will be provided to users.

For each locality, the sources that could answer the expanded queries can be automatically queried after the user fill the “advanced query form”. As we discussed before, sources are clustered into domains corresponding to localities. The query results of these sources can be unioned with the help of wrapping technique [11].

There may be linking attributes across the localities. In that case, these linking attributes are presented to the user, who further identifies those linking attributes that she thinks are useful. Consider the case that there are 2 localities. For such a linking attribute \( a \), from the two corresponding domains \( d_1 \) and \( d_2 \), two sources \( s_1 \in d_1 \) and \( s_2 \in d_2 \) that both contain \( a \) are considered to be joinable. Therefore the query results of \( s_1 \) and \( s_2 \) can be joined. 

**Example 9:** For the attribute-source space in Figure 3, the localities discovered are in Figure 8(e). The domains are fully recovered using the method introduced in source clustering (therefore we will just use the hidden domains in Figure 3 to refer to the domain constructed by clustering.) Suppose a user provides three attributes \( \text{title} \), \( \text{author} \), and \( \text{director} \). The localities \( l_1 \) and \( l_2 \) are identified to be relevant to user’s query, which correspond to two domains \( \text{Books} \) and \( \text{Movies} \) respectively. Linking attributes \( \text{title} \) and \( \text{format} \) are presented to the user, who specifies that title should be treated as join attribute. The user further specifies that \( \text{author} \) and \( \text{director} \) should be queried with values she provides. In addition, hinted by the returned localities, she specifies that \( \text{subject} \) and \( \text{genre} \) should also be queried. Therefore query \( (s_{88} \bowtie s_{m2}) \cup (s_{88} \bowtie s_{m3}) \) is automatically determined as the final query. After she fills the values for those attributes to query, pairs of book (from \( s_{88} \)) and movie (from \( s_{m2} \) or \( s_{m3} \)) that have the same title specified by her and satisfy other attribute values (\( \text{author} \) and \( \text{subject} \) for \( s_{88} \), \( \text{director} \) and \( \text{genre} \) for \( s_{m2} \) and \( s_{m3} \)) are returned to her.

## 7 Related Works

Database sources on the Web has gained much attention from the community recently. Ipeirotis et al. [9, 12] classify and summarize contents of text databases by sending probing queries to the sources. Raghavan et al. [13] have built a crawler for the deep web. Davulcu et al. [14] propose a 3-layer architecture for querying Web sources with navigational query interfaces. [11] discusses the wrapper generation techniques, targeting at extraction of semantic information out of HTML pages populated by backend databases.

Much work is focusing on schema matching, which takes two schemas as input and produces a mapping between elements of the two schemas that correspond semantically to each other. The work on this topic is surveyed in [15].

We can abstract the schema data studied in this paper as market basket data (or transaction data) if we view an attribute as a product item, and a schema of attributes as a transaction of items. Association rules [16] are used to identify frequently associated products in market basket data. However, association rules does not capture the concept of localities. As discussed in [17], association rules can only represent very fine-grained knowledge, thus too many valid association rules would be found if applied on schemas, and each rule contains a small number of attributes. Conceptually, association rules only captures strong perfect cliques in the attribute graph mentioned in Section 2.3 because all attributes in a frequent attribute set have to co-occur over the “support” [16].

**Clustering** is a technique for grouping data into clusters so that data points within a cluster have high similarity and data points across different clusters have high dissimilarity. Surveys of different clustering algorithms can be found in [18, 19]. Although bearing similarities to clusters, the concept of locality distinguishes from cluster a lot. First of all, traditional clustering algorithms are not designed for clustering transaction data. Second, they cluster data points instead of the attributes of the points.

ROCK [7] is a clustering algorithm for transaction and categorical attributes. It defines a novel similarity measure for transactions, \( \text{link} \), which uses the common neighbors between two transactions as similarity instead of using direct similarity measure such as Jaccard coefficient. Based on link, ROCK employs an agglomerative hierarchical clustering algorithm to cluster transactions and categorical data. The concept of link inspires us to develop context link between attributes in this paper. However, ROCK [7] requires many carefully selected parameters such as number of clusters, threshold for defining neighbors based on which link is defined, and an important function defining the criterion function, which measures the goodness of clusters. Moreover, the hierarchical clustering methods generate a tree presentation of the results, which has large size. Without specifying the parameters such as number of clusters and merging threshold, the tree presentation cannot be turned into partitional result, and thus is difficult to digest. However, our algorithm generate localities which naturally correspond to domains. [17] develops a method for clustering items in transaction data based on association rule hypergraph model. It first find frequent itemsets, based on which a weighted hypergraph is constructed. Hypergraph partitioning [20] is performed on the association rule hypergraph to find clusters. To achieve good clustering results, this approach requires carefully selected pa-
parameters. Only frequent attributes will participate in clustering. This approach also assumes no overlapping items across clusters, which contrasts with the significant linking attributes in schema data.

8 Conclusions

In this paper, we develop a notion of attribute localities for schemas of deep Web sources. While autonomous sources are seemingly independent, their query schemas often reveal certain correlations, such that sources in the same structured domain tend to share a “locality” of query attributes. Such localities, while useful for many integration tasks, are difficult to discover. However, we find that the localities are self-revealing, when attributes are linearly ordered in a way reflecting their connectivities. Inspired by these observations, we propose a novel ordering-based approach for discovering localities, which greedily and progressively construct an attribute order according to the connectivities between attributes. The experimental results of our algorithm COLD on real Web sources verifies the effectiveness and practicality of our approach. Three case studies on applications of attribute localities shows that attribute localities is promising for enabling systematic access to the structured deep Web sources.
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Figure 12: Results of the Algorithm COLD for sources in our Deep Web Repository Appendix-1