Infobox Suggestion for Wikipedia Entities

Afroza Sultana', Quazi M. Hasan?; Ashis K. Biswas!, Soumyava Das!, Habibur
Rahmant, Chris Ding!, Chengkai Li*
!University of Texas at Arlington, Arlington, TX, 2Dematic, Madison, WI

ABSTRACT

Given the sheer amount of work and expertise required inoguth
ing Wikipedia articles, automatic tools that help Wikipedontrib-
utors in generating and improving content are valuables Paper
presents our initial step towards building a full-fledgethau assis-
tant, particularly for suggesting infobox templates faices. We
build SVM classifiers to suggest infobox template types, rgna
large number of possible types, to Wikipedia articles withio-
foboxes. Different from prior works on Wikipedia articleaskifi-
cation which deal with only a few label classes for namedtgnti
recognition, the much larger 337-class setup in our studgésed
towards realistic deployment of infobox suggestion toole &lso
emphasize testing on articles without infoboxes, due tbléeled
and unlabeled data exhibit different distributions of éeas, which
departs from the typical assumption that they are drawn fitwen
same underlying population.
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1. INTRODUCTION

Wikipedia has gained rapid growth and enormous popularity s
ince its inception. The now largest encyclopedia in the dasl
the product of collective intelligence. In Wikipedia auth@ollab-
oratively contribute not only article content but also fdkomy
such as infoboxes, categories, and the Wikipedia categergrh
chy. Given the sheer amount of work and expertise requiréisn
authoring process, automatic tools that help Wikipediatriour
tors in generating and improving content are valuable. Phjser
presents our initial step towards building a full-fledgedhau as-
sistant, particularly for suggesting infobox templatesdidicles.
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Jawed Karim

Jawed Karim (Bangla S&w
FfAW, bom in 1979, East
Germany) is a Bengali German
American technologist and
co-founder of the popular video
sharing website Many
of the core compone\ts of
including its feal-time
anti-™qud system, werd also
designethand implemenied by
Karim.

Born 1979 (age 32-33)

Merseburg, East Germany
Ethnicity ~ German American/ Bengal

American

Alma University of linois at Urbana-

mater Champaign
Stanford University
Known for  Co-founder of YouTube

Website

Contents [hide] www.jawed.com&?

| American people of Bangladeshi descent
American people of German descent
German people of Bangladeshi descent | Pegpte

PayPal people [<Company founders

American technology company founders | German company founders

Figure 1. An example Wikipediaarticle (photo removed).

{{Infobox person
| name

| image <
| alt

| caption

| birth_name

| birth_date

| birth_place

| death_date

| death_place

| nationality

| other names

| )mown_for

| occupation

3}

Figure2: Aninfobox template.

An infobox is a table of attribute-value pairs displayed be t
top-right corner of a Wikipedia article. The majority of Vifledia
articles describe real-worldamed entities (in contrast to general
concepts). Their infoboxes summarize important facts ofeco
sponding entities. Figure 1 shows the Wikipedia pageiaed
Karim, including its infobox. In addition to improving the quali-
ty and readability of articles within Wikipedia, informati from
Wikipedia infoboxes has also been used in several highterai-
plications outside of Wikipedia, including the social dsae Free-
base [1] and Google’s Knowledge Grapiahich directly displays
infobox information in Google search results.

An infobox template contains common attributes shared by enti-

http://mvww.google.com/insidesearch/features/selmdwledge.htm



ties of the same “type”. Figure 2 shows the template of thetiak

in Figure 1. Note thabERSON is the name of the template used in
this infobox. In other words, the entity belongs to tyfERSON.

In the 2008-07-24 snapshot of English Wikipedia, there a846.
infobox template types. The most common types inclsEerLe-
MENT, FOOTBALL_BIOGRAPHY, FILM, and so on. When authoring the
article for an entity, Wikipedia contributors can colleetly decide
whether to add an infobox and if so, which infobox template to
use and which attributes from the template to be includeberir-
fobox. Infobox templates are useful in several ways. Theyide
convenience to contributors in authoring articles; thedgaively
enforce a typing system that should be followed within Wid=;
and they also help users in navigating and exploring agi@eg.,
by finding related entities of the same type.

Among about 1.8 million Wikipedia articles in the 2008-0%-2
snapshot (excluding disambiguation pages, list pagessaranh),
about 55% of the articles do not have infoboxes, especiatige
that are new and less popular. A tool that can automaticalty g
erate infoboxes for articles is thus appealing because sniot-
strapping tool will motivate and facilitate contributorsimproving
article quality. Given an article and an infobox templates tool
would need to decide which attributes from the template ¢tunte
in the infobox and populate the attributes with values, Wwtian
be possibly learned from the content of the article itselfctsis a
non-trivial task. Wu et al. [12, 13] have made substantiabpess
on this line of work.

However, even before generating infobox attribute valaesh
article, we must choose a type (i.e., infobox template).e@ithe
large number of interrelated infobox templates, manuagassent
of infobox templates to articles can be time-consuming anar-e
prone. This factor perhaps contributes to the fact that ritaia
half of Wikipedia articles have no infoboxes.

We build SVM classifiers to suggest infobox template types, a
mong many possible types, to Wikipedia articles withouolbdx-
es. The classifiers use a combination of several intuitiaéufes,
including article content, category, and related entiti€gey to-
gether attain better classification accuracy than indalideatures.

Prior works on classifying Wikipedia articles [10, 11, 2,76 4,
9, 8] are for named entity recognition (NER) [5] instead ajgest-
ing infobox template types. The consequence is that theyadedl
with very small number of classes (between 3 and 18) suekrs
SON, ORGANIZATION, andLOCATION, which is also the classic setup
in NER-related studies. In contrast, the much larger 33sscket-
up in our study is geared towards realistic deployment afhbink
suggestion tool. Having more classes makes it more chatigrg
achieve satisfactory classification accuracy, as it is nless pos-
sible to hit a correct class accidentally.

The labeled data (articles with infoboxes) and unlabelé¢d @a-
ticles without infoboxes) in our scenario exhibit diffetefistribu-
tions of features. This is an interesting departure fromatsimp-
tion in typical classification problems that labeled andabeled
data are drawn from the same underlying population. Theoreas
is exactly why unlabeled articles are not labeled (i.e.,ifawno
infoboxes). Such articles are less mature due to variousonsa
(relatively newer, less popular, less experienced writrsimply
less information available). Hence they tend to be shoniring
fewer and less accurate categories, and having no infobdXies
believe it is important to test on articles without infobexeue to
two reasons— (1) From practical viewpoint, it is more urgerdas-
sign infoboxes to articles without any than to assign addél in-
foboxes to articles that already have some. (2) An approiama
ing good accuracy on labeled articles does not necessatiig\®e
equally good accuracy on unlabeled articles, due to théferdnt

characteristics mentioned above. This is also verified hyesu
valuation results. While article categories produce ma@ite
results on labeled articles, words in article content aghieetter
accuracy on unlabeled articles.

The work most closely related to ours is [12] as they alsoipted
infobox types for articles. However, their classificatisrbased on
a simple rule— an article is assigned to a type if (1) the leric
within a Wikipedia list page whose title contains the typeweaand
(2) the article has a category whose name contains the type.na
This approach is not applicable on articles that do not fyatie
arguably 2 strong conditions. The approach was tested casdes
(COUNTY, AIRLINE, ACTOR, UNIVERSITY), in comparison with the 337
classes in our case. Furthermore, they have only testediotesr
with infoboxes (hidden during testing).

2. METHODOLOGY

The majority of Wikipedia articles describe named entitiHsese
named entities are the focus of this work. We will use artéastel
entity interchangeably. There are two kinds of Wikipedititers—
the ones with infoboxes (labeled entities) and the onesowitin-
foboxes (unlabeled entities). The type of the infobox teatgpbf
an entity is considered the class label of the entity. We idens
labeled entities as training examples. An entity may havkiphe
infoboxes. We only include in training examples those lat&nti-
ties with exactly one infobox. We learn classification medssed
on the training examples and apply the models over unlalzied
tities. The predicted class labels are suggested infobhopltte
types for the unlabeled entities.

We use three different kinds of features in classificatiosda
s in articles V), categories of articles{), and named entities in
articles ). More specifically, given an articlé})’ is the set of
words in the article’s content; is the set of Wikipedia categories
assigned to the article, anfd is the set of named entities hyper-
linked from the article’s content. Below we provide moreatilst
about the features.

Words: Stemming was applied on all training and test articles by
using the Porter stemmer and stop words removal was perébrme
by using MySQL full-text stop words list. We apply two impev
ments over the standard bag-of-words model in constructitig
cle features. First, we use the fidstsentences instead of all sen-
tences in an article. This is based on the observation tledfirst
paragraph of an article typically provides a summary of thee:
sponding entity and the first sentence particularly is oftelefini-
tion such as “... is a...". Second, we apply TF-IDF weightimgy
the features, where TF refers to a token’s term frequencyl@Rd
refers to its inverse document frequency, i.e., the numbarticles
containing the token.

Categories: A Wikipedia article (entity) may be associated with
one or more categories. These categories are listed at tioerbof
the article. For instance, the categories for the entityigufe 1 are
1979 hirths, German emigrants to the United States, and so on. (Figure 1
only highlights some of the categories.) In constructirggféatures
of an article, we use not only its immediate categories tnd #ieir
direct super-categories based on Wikipedia’s categomaithy.

What is worth noting is that although categorization ang-cla
sification are intrinsically related, the categories in ipédia are
much more intense, more detailed, and less organized. Aty ent
may have many categories but belong to only one infobox tatapl
(type). Some categories may not be relevant to its type amgk so
may even be inaccurate. For instanzeed Karim in Figure 1 has
a categoryvouTube, Which is not useful for giving him a type. This
problem can be particularly common in lengthy articles \ahitay
get hundreds of categories if not assigned carefully.
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Figure 3: Distribution of articles by infobox template types.

[testdata] TF (k=1) | TF (k=4) | TF (k=10) | TF (k=) |
TESTL | 80.50% | 85.76% | 85.70% | 85.79%
TEST2 | 705% | 705% | 70.2% 68.3%

Table 1. Micro-averaged F; of word-as-feature, varying k.

Entities: The article of an entity may also contain a number of
other named entities which are related to the entity andéeaic be
useful features in classification. We only use the entitigbé first
k sentences, based on the same intuition applied on wordésatu
The general problem of finding named entities in text docusen
is the well-studied named entity recognition problem. Haosve
the internal hyperlinks in Wikipedia make it straightfomgao i-
dentify many important named entities in articles. Foransg, in
Figure 1 the hyperlinks to Wikipedia entities sucheast Germany
andYoutube indicate thatawed Karim is related to these entities.

Voting of the features. To combine the multiple features, we
apply a simple voting mechanism. Three classifiers are narist
ed, by using word-as-feature, category-as-feature, atity-@s-
feature. Different from majority-voting, we identify theast effec-
tive classifier among the three and follow its vote unlessother
two classifiers predict the same class label that disagrébsite/
vote. Interestingly we find that while category-as-feafpreduces
more accurate results on labeled articles, word-as-feaicinieves
better accuracy on unlabeled articles.

We employed nonlinear SVM with polynomial kernel in build-
ing classifiers. The SVM implementation we used is in Weka [3]
We also applied a naive bayes classifier (NBC). Our resutig/sh
that SVM consistently outperforms NBC, which is not suripgs
as SVM has become one of the most effective text classifitatio
methods. We do not discuss NBC results due to space limigtio

3. PRELIMINARY EXPERIMENTS

In this section we present the preliminary results of ouregixp
ments. In evaluating our method, we used the 2008-07-24skoép
of English Wikipedia. There are about 1.8 million articlasjong
which 808,144 articles have infoboxes and the remaining 11 mi
lion articles have no infoboxes. There are 1,646 infoboxpiete
types in total. Figure 3 shows the distribution of articlgstypes.
Thex axis is for ranks of types by frequency and thexis is for
frequencies of types, where the frequency of a type is thebeam
of articles of that type. In this figure, we have only includee
539,468 articles that have exactly one infobox. It is cléait the
frequency of infobox template types follows Zipf's law. 386t
of the 1,646 types have at least 100 articles in each type, 1615
(~95%) of the 539,468 articles belong to these 336 types.

In our classification task, we considered 337 classes— the 33
most frequent types and OTHERS, which is the combinationl of a
other infrequent types. Our training set had 21,905 agjaten-
sisting of 65 articles for each of the 337 classes. Theselesti
were randomly chosen from the 539,468 articles with examtly

[testdata] TF (k =4) [ TF-IDF (k = 4) |
TESTL| 85.76% 86.77%
TEST2 | 70.5% 70.8%

Table2: Micro-averaged F; of word-as-feature, TF vs. TF-1DF,
varying k.

[testdata] L1 [ L1+L2 ]
TEST1 | 79.29% | 88.22%
TEST2 | 34.2% | 37.2%

Table 3: Micro-averaged F; of category-as-feature, L1 vs.
L1+L2.

3,370 articles— 10 random articles for each class. The setsmh
set (TEST2) had 1,000 articles that were randomly sampted fr
the 1 million articles without infobox. During the randomnsa
pling, we discarded articles that do not describe namediesti
Hence the 1,000 test articles are all named entities anchtieu®ga-
sonable to be assigned infobox template types. Since thege 1
articles do not have infobox, we manually labeled them toftre
corresponding ground truth. We used these 2 test sets dbe to t
aforementioned different characteristics of articleshveihd with-
out infoboxes. In TEST1, we made the sizes of all classesl squa
that we can test on all classes. In TEST2, we did not guarainéee
for capturing realistic distribution of articles in diffemt classes and
for coping with overhead in manual labeling.

In our following discussion, we present the performancdag-c
sifiers constructed by various features and their comtanati All
classifiers were tested on both test sets. For each expdrimen
reportaccuracy, i.e., the percentage of correctly classified articles.
Note that in this case micro-averagéd, micro-averaged preci-
sion, micro-averaged recall, and accuracy are the samausec
we performone-of classification, in which each article is in exactly
one class and a classifier assigns exactly one class to daté.ar

Wor d-as-feature: Table 1 and 2 show the results of SVM clas-
sifiers using words as features. We use TF to denote a classifie
if only term frequency is applied and TF-IDF if inverse doamh
frequency is also applied. We tested the performance of Temun
differentk values, in which the classifier used the fitstentences
of an article and discarded the rest. We #seo to represent the
case where all sentences are exploited.

On TESTL1 (test articles with infoboxes), using the first eané
of an article achieved 80% accuracy and using the first 4 seese
further substantially improved the accuracy to 85.76%. dih@n-
ishing return came quickly after the first several sentenagdur-
ther enlarging: did not bring clear improvement in accuracy. This
verifies the intuition of using only first several sentences.

On TEST?2 (test articles without infoboxes), using first senes
already achieved the best accuracy. Furthermore, the azcon
TEST?2 is significantly lower than that on TEST1. Both observa
tions on TEST2 show the differences between the two testaets
discussed in Section 1. They indicate that articles witlafobox-
es are naturally shorter and perhaps have lower qualityTEST 1.
Using all sentences in this case actually downgraded paéioce.

Table 2 compares the accuracy of TF and TF-IDF, uriget.
We observe that TF-IDF attained marginal improvement ot bot
TEST1 and TEST2.

Category-as-feature: Table 3 shows the results of SVM clas-
sifiers using categories as features. We experimented \sitigu
immediate categories of articles (L1) and using both immuedtat-
egories and their direct super-categories (L1+L2). Simtegories
do not appear multiple times on an article, we did not comside

infobox. We used two test sets. The first test set (TEST1) had frequency of features. We did not consider inverse docuritent



| test data] TF-IDF (k=4) | L1+L2 | Entity (k=4) [ W+C+E (favor W) [ W+C+E (favor C)]
TEST1 86.77% 88.22% 68.64% 86.80% 92.03%
TEST2 70.8% 37.2% 26.4% 71.7% 37.3%

Table5: Micro-averaged F;i of the voting scheme vs. individual features.

[ test data] Entity (k=1) | Entity (k=4) [ Entity (k=c0) |
TEST1 61.45% 68.64% 65.28%
TEST?2 21% 26.4% 24.8%

Table4: Micro-averaged F; of entity-as-feature, varying k.

quency (of categories) either, since the cardinality oégaties is
much smaller than that of words.

On TEST1, we observed a substantial accuracy improvemen-

t from L1 to L1+L2, indicting the effectiveness of using supe
categories. We also note that L1+L2 achieved better acgtinac
word-as-feature. This suggests that categories are mbablee

than words in predicting classes for TEST1. On the other hand

unlike word-as-feature, category-as-feature performeorlp on
TEST2. This can be explained by that articles without infaso
may not be well-categorized.

4. CONCLUSION

This paper presents our work in progress towards buildingla f
fledged tool that assists Wikipedia contributors in authgprarti-
cles, particularly for suggesting infobox templates tiacées. The
preliminary results suggest several directions towardgoal. We
will apply our approach over the full set of Wikipedia arést
training on all articles with infoboxes and testing on allicdes
without infoboxes. Such large scale evaluation would negaipar-

allel framework such as MapReduce. We also plan to apply more

principled feature selection in SVM, although our choiceusing
the first several sentences is a form of rudimentary featelexs
tion. Finally, we will incorporate infobox template sugties with

the automatic infobox completion techniques developed 2, [to

deploy a more complete author assistant tool.
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Voting of the features: Table 5 shows the results of the simple

voting mechanism, in comparison with individual featur&om
word/category/entity-as-feature, we chose TF-IRE4), L1+L2,

and Entity ¢=4), respectively, because they achieved almost the

best performance in their own type and used only few feaf(tines
first 4 sentences). We used each of these 3 individual claxsséds
a voter. We considered 2 different voting schemes in comthiege
classifiers, represented as W+C+E, i.e., word+categotityefihe
one favoring W (word) follows the vote from TF-IDFK£4) unless
the other two classifiers predict the same class label thmtadicts
with the vote from TF-IDF k=4). Similarly, the one favoring C
(category) follows L1+L2 unless the other two classifiesadree.
The interesting observation from Table 5 is that these tweises

performed inconsistently on TEST1 and TEST2. While favgrin
W was more effective on TEST2, favoring C was more effective

on TEST1. Since category-as-feature has better perforenanc
TEST1 than word-as-feature and entity-as-feature, fagddi gave
us the best accuracy (92.03%) in all experiments. It indE#hat

W and E together corrected some mistakes made by C. Eventthoug
E had worse accuracy than W and C, it helped. On TEST2, fayorin

W is the better choice since word-as-feature has the bestdodl
performance. The improvement was marginal though, fror@%.0.
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