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ABSTRACT
This paper introduces how ClaimBuster, a fact-checking platform,
uses natural language processing and supervised learning to detect
important factual claims in political discourses. The claim spotting
model is built using a human-labeled dataset of check-worthy fac-
tual claims from the U.S. general election debate transcripts. The
paper explains the architecture and the components of the sys-
tem and the evaluation of the model. It presents a case study of
how ClaimBuster live covers the 2016 U.S. presidential election de-
bates and monitors social media and Australian Hansard for factual
claims. It also describes the current status and the long-term goals
of ClaimBuster as we keep developing and expanding it.

1 INTRODUCTION
This paper introduces ClaimBuster, an ongoing project toward
automated fact-checking. The focus is on explaining the claim
spotting component of the system which discovers factual claims
that are worth checking from political discourses. This component
has been deployed and substantially tested in real-world use cases.
We also present the current prototype and the goals regarding the
system’s other components. While the project has been described
in a few short papers and non-archival publications [11–13], this
paper provides a detailed and holistic account of the system for the
first time.

Our society is struggling with unprecedented amount of false-
hoods, hyperboles and half-truths which do harm to wealth, democ-
racy, health, and national security. People and organizations make
claims about “facts” all the time. Politicians repeatedly make the
same false claims. 1 Fake news floods the cyberspace and even al-
legedly influenced the 2016 election. 2 In fighting false information,
∗Work performed while at the University of Texas at Arlington.
1A. D. Holan. All Politicians Lie. Some Lie More Than Others. The New York
Times, December 11, 2015. http://goo.gl/Js0XGg
2Hannah Jane Parkinson. Click and elect: how fake news helped Donald Trump
win a real election. The Guardian, November 14, 2016. https://goo.gl/Of6nw7
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the number of active fact-checking organizations has grown from
44 in 2014 to almost 100 in 2016. 3 Fact-checkers vet claims by in-
vestigating relevant data and documents and publish their verdicts.
For instance, PolitiFact.com, one of the earliest and most popular
fact-checking projects, gives factual claims truthfulness ratings
such as True, Mostly True, Half true, Mostly False, False, and even
“Pants on Fire”. In the U.S., the election year made fact-checking a
household terminology. For example, during the first presidential
debate on September 26, 2016, NPR.org’s live fact-checking website
drew 7.4 million pageviews and delivered its biggest traffic day ever.

The challenge is that the human fact-checkers cannot keep up
with the amount of misinformation and the speed at which they
spread. The reason is that fact-checking is an intellectually demand-
ing, laborious and time-consuming process. It takes about one day
to research and write a typical article about a factual claim [11]. (By
contrast, Leskovec, Backstrom and Kleinberg [14] found a meme
typically moves from the news media to blogs in just 2.5 hours.)
These difficulties, exacerbated by a lack of resources for investiga-
tive journalism, leavesmany harmful claims unchecked, particularly
at the local level.

This challenge creates an opportunity for automated fact-checking
systems. On the other hand, fact-checking technology is clearly
falling behind, as there is simply no existing system that truly does
automated fact-checking. Today’s professional fact-checkers dili-
gently perform their work as an art, following the good practices in
data journalism [9] and investigative journalism [5]. A recent white
paper [8] surveys existing tools that can be put together. While the
relevant tools and techniques can assist fact-checking in various
steps, here and there, a full-fledged, end-to-end solution does not
exist. There have been a few attempts [26], 4 but the efforts did not
lead to such fact-checking systems.

Starting from December 2014, we have been building Claim-
Buster, an end-to-end system for computer-assisted fact-checking.
ClaimBuster uses machine learning, natural language processing,
and database query techniques to aid fact-checking. It monitors live
discourses (e.g., interviews, speeches and debates), social media, and
news to catch factual claims, detects matches with a curated repos-
itory of fact-checks from professionals, and delivers the matches
instantly to readers and viewers (e.g., by displaying a pop-up warn-
ing if a presidential candidate makes a false claim during a live

3http://reporterslab.org/global-fact-checking-up-50-percent/
4T. Wilner. Fail and move on: Lessons from automated fact-checking experi-
ments. Poynter, September 7, 2016. http://goo.gl/G0l54Y
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debate). For various types of new claims not checked before, Claim-
Buster automatically translates them into queries against knowl-
edge databases and reports whether they check out. For claims
where humans must be brought into the loop, ClaimBuster pro-
vides algorithmic and computational tools to assist lay persons and
professionals in understanding and verifying the claims. Its use
will be expanded to verify both political and non-political claims in
many types of narratives, discourses and documents such as sports
news, legal documents, and financial reports.

ClaimBuster already produces true-or-false verdicts for certain
types of factual claims. The development of the full-fledged system
is still ongoing. A description of its current status is in Section 5
and a demonstration is presented at [10]. In this paper, we focus
on a key component of the system, claim spotting, which discov-
ers factual claims that are worth checking. Given the plethora of
discourses and narratives we are constantly exposed to, Claim-
Buster gives each sentence a score that indicates how likely it
contains an important factual claim that should be checked. This
essentially provides a priority ranking that helps fact-checkers
efficiently focus on the top-ranked sentences without painstak-
ingly sifting through a large number of sentences. ClaimBuster’s
scorer was tested in real-time during the live coverage of all pri-
mary election and general election debates for the 2016 election.
Closed captions of the debates on live TV broadcasts, captured by
a decoding device, were fed to ClaimBuster, which immediately
scored each sentence spoken by the candidates and posted top-
scored claims to the project’s website (idir.uta.edu/claimbuster) and
Twitter account (@ClaimBusterTM). Post-hoc analysis of the claims
checked by professional fact-checkers at CNN, PolitiFact.com and
FactCheck.org reveals a highly positive correlation between Claim-
Buster and journalism organizations in deciding which claims to
check. ClaimBuster has also been continuously monitoring Twitter
and retweeting the check-worthy factual claims it finds in peo-
ple’s tweets (see https://twitter.com/ClaimBusterTM). Recently it also
started to monitor “Hansard” 5 – the transcripts of proceedings of
the Australian parliament (idir.uta.edu/claimbuster/hansard).

The project has received wide recognition in the fact-checking
community and substantial media coverage. 6 7 8 9 10 11 The white
paper [8] calls ClaimBuster a tool with “the most advanced gener-
alised automatic claim spotting.” [8] Others considered it “perhaps
the biggest development to date” in ranking claims 12 and “a pretty

5www.aph.gov.au/Parliamentary_Business/Hansard
6G. Pogrund. Post-truth v tech: could machines help us call out politicians’ and
journalists’ lies? newstatesman.com, August 17, 2016. http://goo.gl/eGf5DP
7C. Albeanu. What would an automated future look like for verification in
the newsroom? journalism.co.uk, April 8, 2016. http://goo.gl/KKPgnK
8T. Walk-Morris. The Future of Political Fact-Checking, NiemanReports,
March 23, 2016. http://goo.gl/syUdjv
9B. Mullin. Knight Foundation backs 20 media projects with Prototype Fund.
Poynter, November 3, 2015. http://goo.gl/HsjJXq
10C. Silverman. In search of fact checking’s ‘Holy Grail’: News outlets might
not get there alone. First Draft, October 30, 2015. http://goo.gl/KFxBSz
11G. Selby. Sifting balderdash from truth gets a boost from computers. Austin
American-Statesman, August 8, 2015. http://goo.gl/FCzY3c
12K. Moreland and B. Doerrfeld. Automated Fact Checking: The Holy
Grail of Political Communication. Nordic APIs, February 25, 2016.
http://goo.gl/uhsnyT

useful guide for journalists and those members of the public who
wish to spend time using an algorithm to help find facts.” 13

ClaimBuster, upon completion, is positioned to become the first-
ever end-to-end fact-checking system. It can benefit a large base
of potential users. It directly benefits citizens and consumers by
improving information accuracy and transparency. It helps news
organizations speed their fact-checking process and also ensure the
accuracy of their own news stories. Businesses can use ClaimBuster
to identify falsehoods in their competitors’ and their own reports
and press releases. It can also assist professionals such as lawyers
in verifying documents.

The organization of this paper is as follows. Section 2 discusses
related work. Section 3 formulates the claim spotting problem as
a classification and ranking task, explains the solution in Claim-
Buster, and presents the evaluation results. Section 4 describes a
case study– how ClaimBuster was used to cover the 2016 U.S. presi-
dential election. Section 5 describes the architecture of ClaimBuster
and the current status of other components of the system.

2 RELATEDWORK
In the last few years, several projects and startup companies at-
tempted at building computer-assisted fact-checking systems [26].
Trooclick (http://storyzy.com/) aimed at fact-checking financial news
by comparing IPO stories against SEC (Securities and Exchange
Commission) filings. TruthTeller, 14 a project by Washington Post,
detects claims in the speeches on TV and matches them against
the fact-checks from Washington Post and other organizations.
LazyTruth (http://www.lazytruth.com/) aimed at finding false claims
in email chain letters. A few other projects take the crowdsourc-
ing approach to fact-checking. Fiskkit (http://fiskkit.com/) operates
a platform which allows users to break apart a news article and
discuss the accuracy of its content piece by piece. The Grasswire
project (https://www.grasswire.com/about-us/) is, to some extent, the
Wikipedia counterpart of news website. Their contributors, who are
not necessarily journalists, collaborate in a Slack(https://slack.com/)
channel in which they pitch, source, verity, write, and edit news sto-
ries. Truth Goggles, 15 initially aimed at automated fact-checking, is
a tool that allows users to annotate web content for fact-checking.

Since most of these projects were never past proof-of-concept
stage before they ceased operations, there is only limited available
information. Nevertheless, it appears none of the projects takes
the structured approach of ClaimBuster to model and understand
factual claims themselves. None does algorithmic fact-checking.
Truth Teller resembles the claim matching component of Claim-
Buster, but it resorts to straightforward string matching instead of
understanding the structure and semantics of claims. None of the
projects developed the capability of spotting and ranking claims
based on their check-worthiness.

There are several lines of academic research which are related
to fact-checking. Vlachos and Riedel [24] analyzed the tasks in fact
13 P. Fray. Is that a fact? Checking politicians’ statements just got a whole lot
easier. The Guardian, April 18, 2016. http://goo.gl/1UJfzU
14https://www.washingtonpost.com/news/ask-the-
post/wp/2013/09/25/announcing-truth-teller-beta-a-better-way-to-watch-
political-speech/
15http://www.poynter.org/2014/truth-goggles-launches-as-an-annotation-
tool-for-journalists/256917/
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checking and presented a dataset of factual claims collected from
PolitiFact.comandChannel4.com. Rumor detectionaims at �nding
rumors in social media, by considering linguistic signals in the
content of social media posts, signature text phrases in users' com-
ments that express skepticism, how they were spread, as well as
the credibility of the authors based on track record [3, 7, 19]. They
do not resort to structured analysis of claims themselves.Truth
discoveryis concerned about the speci�c problem of detecting true
facts from con�icting data sources [15]. They do not directly con-
sider factual claims. Instead, they assume the input of a collection
of (contradicting) tuples that record the property values of objects.
Ciampaglia et al. [4] proposed a method for fact-checking using
knowledge graphs by �nding the shortest path between entity
nodes. Shi et al. [22] mine knowledge graphs to �nd missing links
between entities. This approach, though more related to the general
problem oflink prediction[6, 16] than fact-checking, can poten-
tially identify supporting evidence for facts that are not recorded
in knowledge graphs. We note that none of the aforementioned
works on truth discovery, link prediction, and fact-checking using
knowledge graphs aims at an end-to-end system, as they do not
directly cope with factual claims.

To the best of our knowledge, no prior study has focused on
computational methods for detecting factual claims and discerning
their importance. The most relevant line of work is subjectivity
analysis of text (e.g., [2, 25, 27]) which classi�es sentences into
objective and subjective categories. However, not all objective sen-
tences are check-worthy important factual claims. In Section 3.5,
we present a comparison between subjectivity analysis and Claim-
Buster of which the results demonstrate the inability of subjectivity
identi�ers in discerning factual claims.

3 CLAIM SPOTTING: CHECK-WORTHY
FACTUAL CLAIMS DETECTION

We model the claim spotting problem as a classi�cation and ranking
task and we follow a supervised learning approach to address it.
We constructed a labeled dataset of spoken sentences by presiden-
tial candidates during past presidential debates. Each sentence is
given one of three possible labels�it is not a factual claim; it is
an unimportant factual claim; it is an important factual claim. We
trained and tested several multi-class classi�cation models using
the labeled dataset. Experiment results demonstrated the promis-
ing accuracy of the models. We further compared our model with
existing subjectivity classi�ers and demonstrated that subjectivity
identi�ers are incapable of discerning factual claims.

3.1 Classi�cation and Ranking
We categorize the sentences spoken in the presidential debates into
three categories:

Non-Factual Sentence (NFS): Subjective sentences (opinions, be-
liefs, declarations) and many questions fall under this category.
These sentences do not contain any factual claim. Below are two
such examples.

ˆ But I think it's time to talk about the future.
ˆ You remember the last time you said that?

Unimportant Factual Sentence (UFS): These are factual claims
but not check-worthy. The general public will not be interested in
knowing whether these sentences are true or false. Fact-checkers do
not �nd these sentences as important for checking. Some examples
are as follows.

ˆ Next Tuesday is Election day.
ˆ Two days ago we ate lunch at a restaurant.

Check-worthy Factual Sentence (CFS): They contain factual
claims and the general public will be interested in knowing whether
the claims are true. Journalists look for these type of claims for
fact-checking. Some examples are:

ˆ He voted against the �rst Gulf War.
ˆ Over a million and a quarter Americans are HIV-positive.

Given a sentence, the objective of ClaimBuster's claim spotting
is to derive a score that re�ects the degree by which the sentence
belongs to CFS. Many widely-used classi�cation methods support
ranking naturally. For instance, consider Support Vector Machine
(SVM). We treat CFSs as positive instances and both NFSs and UFSs
as negative instances. SVM �nds a decision boundary between
the two types of training instances. Following Platt's scaling tech-
nique [18], for a given sentencex to be classi�ed, we calculate
the posterior probability of the sentence belonging to CFS using
SVM's decision function. The sentences are then ranked by their
probability scores:

score(x) = P(class= CFSjx)

3.2 Data Labeling
We need to collect a labeled dataset which, for each sentence from
the U.S. general election presidential debates, indicates its label
among the three options [NFS, UFS, CFS]. Such a dataset does not
exist. Our dataset, once completed and released, will be a valuable
asset to the research community and practitioners.

Dataset The custom of organizing debates between U.S. presi-
dential candidates before a general election started in 1960. There
has been a total of 15 presidential elections from 1960 to 2012. Ex-
cept 1964, 1968, and 1972 there have been debates before all the
12 remaining elections. The number of debates before an election
varies from year to year; for example, there were two and three
debates before 1988 and 2012 elections, respectively. We have col-
lected the transcripts of all the debates occurred during 1960�2012.
In total, there are 30 debates in these 11 election years. There are
28029 sentences in these transcripts. Using parsing rules and hu-
man annotation, we identi�ed the speaker of each sentence. 23075
sentences are spoken by the presidential candidates and 4815 by
the debate moderators. We concentrated on the 20788 sentences
spoken by the candidates which are at least 5 words long.

Ground-truth Collection Website We developed a rich and
controlled data collection website (http://idir-server2.uta.edu/classifyfact_
survey) to collect the ground-truth labels of the sentences. Figure 1
shows its interface. A participant is presented one sentence at a
time. The sentence is randomly selected from the set of sentences
not seen by the participant before. They can assign one of three
possible labels [NFS, UFS, CFS] for the sentence. If the participant
is not con�dent to assign a label for a sentence, they can skip it. It
is also possible to go back and modify previous responses.



Figure 1: Data collection interface

With just the text of a sentence itself, it is sometimes di�cult
to determine its label. The interface has a �more context� button.
When it is clicked, the system shows the four preceding sentences of
the sentence in question which may help the participant understand
its context. We observe that, about14%of the time, participants
chose to read the context before labeling a sentence.

Participant Recruitment and Training We recruited paid par-
ticipants (mostly university students, professors and journalists
who are aware of U.S. politics) using �yers, social media, and direct
emails. We use 30 selected sentences to train all the participants.
Every participant must go through all these 30 sentences at the
very beginning. After they label a sentence, the website will imme-
diately disclose its ground-truth label and explain it. Furthermore,
we arranged multiple on-site training workshops for participants
that were available. During each workshop, at least two experts
were present to clear the doubts the participants may have about
the data collection website and process. Through interviews with
the participants, we observed that these training measures were
important in helping the participants achieve high work quality.

We chose to not use crowdsourcing platforms such as Amazon
Mechanical Turk and CrowdFlower, due to the complex nature of
the task and its requirement for a participant to have basic knowl-
edge about U.S. politics. We will not be able to run the on-site
training workshops for the participants on such platforms. We in-
deed performed a pilot run on CrowdFlower with a small dataset
and we were not impressed by the quality of the collected data. It
will be interesting to conduct a thorough comparison with the data
collection approach of using such a platform for our data.

Quality Assurance To detect spammers and low-quality partici-
pants, we selected1; 032(731NFS,63UFS,238CFS) sentences from
all the sentences for screening purpose. Three experts agreed upon
the labels of these sentences. On average, one out of every ten sen-
tences given to a participant (without letting the participant know)
was randomly chosen to be a screening sentence. First, a random
number decides the type (NFS, UFS, CFS) of the sentence. Then,
the screening sentence is randomly picked from the pool of screen-
ing sentences of that particular type. The degree of agreement on
screening sentences between a participant and the three experts is
one of the factors in measuring the quality of the participant. For a
screening sentence, when a participant's label matches the experts'
label, s/he is rewarded with some points. If it does not match, s/he
is penalized. We observe that not all kinds of mislabeling has equal

signi�cance. For example, labeling an NFS sentence as a CFS is
a more critical mistake than labeling a UFS as a CFS. We de�ned
weights for di�erent types of mistakes and incorporated them into
the quality measure.

Formally, givenSS(p) as the set of screening sentences labeled
by a participantp, the labeling quality ofp (LQp) is

LQp =

P
s2SS(p) 
 l t

jSS(p)j
where
 l t is the weight factor whenp labeled the screening sen-
tences as l and the experts labeled it ast . Both l ; t 2 fN FS,
U FS, CFSg. We set
 l t = � 0:2 where l = t , 
 l t = 2:5 where
(l ; t ) 2 f(N FS;CFS); (CFS; N FS)gand
 l t = 0:7 for all other com-
binations. The weights are set empirically. IfLQp � 0 for a par-
ticipant p, we designatep as a top-quality participant. A total of
374participants contributed in the data collection process so far.
Among them,86are top-quality participants. Figure 2 shows the
frequency distribution ofLQp for all participants.

Figure 2: Frequency distribution of participants' labeling quality

Incentives We devised a monetary reward program to encourage
the participants to perform high-quality labeling. A participant
p's payment depends on their pay rate per sentenceRp (in cents)
and their number of labeled sentences.Rp depends onLQp , the
lengths of the labelled sentences, and the percentage of skipped
sentences. The reason behind the later two factors is to discourage
participants from skipping longer and more challenging sentences
and to reward them for working on long, complex sentences. After
multiple rounds of empirical analysis, we setRp as

Rp =
Lp

L

1:5
� (3 �

7 � LQp

0:2
) � 0:6

jSK I Pp j
jAN S p j

where,L is the average length of all the sentences,Lp is the average
length of sentences labeled byp,ANSp is the set of sentences labeled
by p andSKIPp is the set of sentences skipped byp. The numerical
values in the above equation were set in such a way that it would
be possible for a top-quality participant to earn up to10cents for
each sentence.

The data-collection website also features a leaderboard which
allows participants to see their rank positions by pay rate and
total payment. This is designed to encourage serious participants to
perform better and discourage spammers from further participation.
Along with the leaderboard, the website provides helpful tips and
messages from time to time to keep the participants motivated.
Stopping Condition

A sentences will not be selected for further labeling if forX 2
fN FS;U FS;CFSg, 9X such thatsX � 2 ^ sX > (sN F S + sU F S +
sCF S)=2where,sX denotes the number of top-quality labels of type
X assigned tos.

This condition ensures that a sentence has received a reasonable
number of labels from top-quality participants and the majority of



them agreed on a particular label. We assign the majority label as
the ground-truth of that sentence.

The data collection continued for about 20 months in multiple
phases. We collected76;552labels among which52;333(68%) are
from top-quality participants. There are20; 617(99:17%) sentences
which satisfy the above stopping condition. Table 1 shows the dis-
tribution of the classes in these sentences. Note that we perform
all the experiments presented in this paper using a set of8; 231sen-
tences which were labeled at the earlier stage of the data collection
process. However, in Figure 4, we present the e�ects of di�erent
dataset sizes on the performance of the models. Further details are
provided in the Section 3.4.

Table 1: Class distribution

Count Percentage
NFS 13671 66.31
UFS 2097 10.17
CFS 4849 23.52

3.3 Feature Extraction
We extracted multiple categories of features from the sentences.
We use the following sentence to explain the features.

When President Bush came into o�ce, we had a budget surplus
and the national debt was a little over �ve trillion.
Sentiment : We used AlchemyAPI to calculate a sentiment score for
each sentence. The score ranges from -1 (most negative sentiment)
to 1 (most positive sentiment). The above sentence has a sentiment
score -0.846376.
Length : This is the word count of a sentence. The natural language
toolkit NLTK was used for tokenizing a sentence into words. The
example sentence has length21.
Word : We used words in sentences to build tf-idf features. After
discarding stop-words and applying stemming, we had6;549dis-
tinct tokens.
Part-of-Speech (POS) Tag: We applied the NLTK POS tagger on
the sentences. There are43POS tags in the corpus. We constructed
a feature for each tag. For a sentence, the count of words belong-
ing to a POS tag is the value of the corresponding feature. In the
example sentence, there are 3 words (came, had, was) with POS tag
VBD (Verb, Past Tense) and 2 words (�ve, trillion) with POS tag CD
(Cardinal Number).
Entity Type : We used AlchemyAPI to extract entities from sen-
tences. There are2;727entities in the labeled sentences. They be-
long to 26 types. The above sentence has an entity �Bush� of type
�Person�. We constructed a feature for each entity type. For a sen-
tence, its number of entities of a particular type is the value of the
corresponding feature.

Feature Selection: There are6; 615features in total. To identify
the best discriminating features, we performed feature selection.
We trained a random forest classi�er for which we used GINI index
to measure the importance of features in constructing each decision
tree. The overall importance of a feature is its average importance
over all the trees. Figure 3 shows the importance of the 30 best
features in the forest. The black solid lines indicate the standard
deviations of importance values. Category types are pre�xes to
feature names. The top features are quite intuitive. For instance, the
most discriminating feature is the POS tagV BDwhich indicates

the past form of a verb, which is often used to describe something
happened in the past. The second most discriminating feature is the
POS tag CD (Cardinal Number)�check-worthy factual claims are
more likely to contain numeric values (45% of CFSs in our dataset)
and non-factual sentences are less likely to contain numeric values
(6% of NFSs in our dataset).

Figure 3: Feature importance

3.4 Evaluation
We performed 3-class (NFS/UFS/CFS) classi�cation using several
supervised learning methods, including Multinomial Naive Bayes
Classi�er (NBC), Support Vector Machine (SVM) and Random Forest
Classi�er (RFC). These methods were evaluated by 4-fold cross-
validation. We experimented with various combinations of the
extracted features. Table 2 shows the performances of the methods
using combinations of words, POS tags, and entity type features.
SVM had the best accuracy in general. On the CFS class, SVM
combined with words, POS tags and entity types achieved 72%
precision (i.e., it is accurate 72% of the time when it declares a CFS
sentence) and 67% recall (i.e., 67% of true CFSs are classi�ed as
CFSs). The classi�cation models had better accuracy on NFS and
CFS than UFS. This is not surprising, since UFS is between the other
two classes and thus the most ambiguous. More detailed results and
analyses based on data collected by an earlier date can be found
in [12].

Figure 4 shows the performance of these methods combined with
the words, POS tags, and entity type features under various dataset
sizes (4; 000; 8; 000; :::;20; 000). Each set contained the1; 032screen-
ing sentences. We observe that the performance of SVM remained
stable when dataset size was increased whereas the performance of
NBC got better. This can be explained by how SVM and NBC work.
SVM may have already discovered the decision boundary of the
problem space with4; 000� 8; 000training instances. Hence, more
training instances afterwards did not change the boundary much.
On the other hand, NBC kept updating the conditional probabili-
ties when more training data became available. Since SVM is the
best performer among all the methods, we conducted all ensuing
analyses using SVM trained over the smaller (8; 231) training data.

We used SVM to rank the sentences by the method in Sec-
tion 3.1. We measured the accuracy of the top-k sentences by several
commonly-used measures, including Precision-at-k (P@k), AvgP
(Average Precision), nDCG (Normalized Discounted Cumulative
Gain). Table 3 shows these measure values for various k values.
In general, ClaimBuster achieved excellent performance in rank-
ing. For instance, for top 100 sentences, its precision is 0.96. This
indicates ClaimBuster has a strong agreement with high-quality
human coders on the check-worthiness of sentences.



Table 2: Comparison of NBC, SVM and RFC coupled with various feature sets, in terms of Precision (p), Recall (r) and F-measure
(f). wavg denotes weighted average of corresponding measure across three classes.

algorithm features p_NFS p_UFS p_CFS p_wavg r_NFS r_UFS r_CFS r_wavg f_NFS f_UFS f_CFS f_wavg
RFC W 0.755 0.125 0.638 0.692 0.965 0.004 0.235 0.745 0.848 0.008 0.343 0.685
NBC W 0.788 0 0.816 0.747 0.983 0 0.385 0.791 0.875 0 0.522 0.744
SVM W 0.871 0.426 0.723 0.811 0.925 0.227 0.667 0.826 0.897 0.296 0.694 0.816
RFC W_P 0.772 0.358 0.701 0.731 0.968 0.011 0.312 0.764 0.859 0.02 0.43 0.713
NBC W_P 0.799 0 0.805 0.753 0.979 0 0.44 0.8 0.88 0 0.569 0.758
SVM W_P 0.873 0.43 0.724 0.813 0.925 0.24 0.671 0.827 0.898 0.307 0.696 0.818
RFC W_P_ET 0.77 0.238 0.665 0.715 0.964 0.008 0.298 0.758 0.856 0.016 0.411 0.706
NBC W_P_ET 0.803 0 0.791 0.752 0.976 0 0.455 0.801 0.881 0 0.577 0.76
SVM W_P_ET 0.873 0.427 0.723 0.813 0.925 0.24 0.67 0.827 0.898 0.307 0.695 0.817

Figure 4: Change of performance with respect to data size

Table 3: Ranking accuracy: past presidential debates

k P@k AvgP nDCG
10 1.000 1.000 1.000
25 1.000 1.000 1.000
50 0.980 0.995 0.987
100 0.943 0.979 0.956
200 0.916 0.955 0.931
300 0.848 0.937 0.874
400 0.764 0.915 0.801
500 0.679 0.897 0.827

3.5 Comparison with Subjectivity Classi�ers
We also compared the performance of ClaimBuster with state-of-
the-art subjectivity classi�ers [20, 21]. Our hypothesis was that a
subjectivity classi�er can be used to separate NFS from UFS and CFS.
However, experiment results showed that the subjectivity classi�ers
failed to �lter out NFS. We used the OpinionFinder16 package for
classi�cation. This tool provides two subjectivity classi�ers [20, 21].
The �rst classi�er [ 21] tags each sentence as either subjective or
objective based on a model trained on the MPQA Corpus17. The
second classi�er [20] is a rule-based classi�er. It optimizes precision
at the expense of recall. That is, it classi�es a sentence as subjective
or objective only if it can do so with con�dence. Otherwise, it labels
the sentence as �unknown�.

Table 4 shows the comparison between [21] and ClaimBuster.
We used the 1032 screening sentences for this experiment. 574
NFS sentences were labeled as objective sentences and 44 CFS
sentences were labeled as subjective sentences. This invalidates our
hypothesis that a subjectivity classi�er can be used to separate NFS

16http://mpqa.cs.pitt.edu/opinion�nder/
17http://mpqa.cs.pitt.edu/corpora/

Table 4: Predictions by Subjectivity Classi�er [21]

NFS UFS CFS
subjective 157 5 44
objective 574 58 194

Table 5: Predictions by Subjectivity Classi�er [20]

NFS UFS CFS
subjective 21 0 4
unknown 175 5 45
objective 535 58 189

sentences from UFS and CFS. Table 5 also shows similar comparison
between ClaimBuster and [20].

4 CASE STUDY: 2016 U.S. PRESIDENTIAL
ELECTION DEBATES

We compared ClaimBuster against the human fact-checkers at sev-
eral fact-checking organizations. We are interested in testing the
hypothesis that the claims picked by ClaimBuster are also more
likely to be fact-checked by professionals. If the hypothesis is true,
we can expect ClaimBuster to be e�ective in assisting professionals
choose what to fact-check and thus improving their work e�ciency.

4.1 Data Collection
There have been 12 Republican18 and 9 Democratic primary de-
bates in the 2016 U.S. presidential election. The debates featured as
many as 11 Republican Party candidates and 5 Democratic Party
candidates at the beginning, respectively. These debates took place
between August, 2015 and April, 2016. We collected the transcripts
of all these debates from several news media websites, including
Washington Post, CNN, Times, and so on. There are a total of30737
sentences in the21transcripts. We preprocessed these transcripts
and identi�ed the speaker of each sentence. Furthermore, we identi-
�ed the role of the speaker. Sentences spoken by debate moderators
were excluded from the study.

18We only considered the �prime time� debates which included the more
popular candidates.



4.2 Finding Check-worthy Factual Claims
We used ClaimBuster to calculate the check-worthiness scores of
the sentences and thereby identify check-worthy factual claims.
Figure 5 shows the distributions of ClaimBuster scores on all the
sentences for both political parties. The distributions for the two
parties are similar. One distinction is that the distribution for the
Republican Party has a higher peak and a slightly thinner right
tail than the distribution for the Democratic party. There are 776
check-worthy factual claims spoken by the Republicans with Claim-
Buster scores over0:5. This is5:06%of all the sentences spoken by
the Republican candidates. From Democrat candidates, there are
484(6:73%) sentences with ClaimBuster scores higher than0:5.

Figure 5: Distributions of ClaimBuster scores over all the sentences
for both parties

Figure 6 shows the check-worthiness score distributions for the
major candidates (nomination winners and runner-ups) from both
parties. Among these four candidates,Donald Trumpappears to
have presented fewer highly check-worthy factual claims (Claim-
Buster score� 0:5) than the other three candidates. He has used
more non-factual sentences (ClaimBuster score� 0:3) compared to
the other candidates.

Figure 6: Distributions of ClaimBuster scores over all the sentences
for the major candidates

4.3 Topic Detection
From each of the 21 debates, the 20 highest-scoring sentences were
selected and manually placed in topic categories, a modi�ed version
of the most important problems (MIP) used by Gallup and other
researchers for decades [17, 23, 28]. The major topics in the primary
debates were: economy, crime, international a�airs, immigration,
health care, social issues, education, campaign �nance, environ-
ment, Supreme Court, privacy and energy. Some of these topics
were further broken down into subtopics. The 420 sample sentences
were used to cultivate a list of keywords most often found for each
of these topics. For example, the keywords for subtopic �abortion�
were abortion, pregnancy and planned parenthood. Some topics
had a small number of keywords, others had more than 20.

A topic-detection program is created to detect each debate sen-
tence's topic. Provided a sentence, the program computes a score
for each topic in our list based on presence of each topic's keywords
in the sentence. The score is the total number of occurrences of
such keywords. The sentence is assigned to the topic attaining the
highest score among all the topics. However, if the highest score is
lower than a threshold (two occurrences of topic keywords), the
program does not assign any of the topics to the sentence. If there is
a tie between two or more topics, the program uses the topic of the
preceding sentence if it matches one of the tied topics. Otherwise,
it randomly picks one of the tied topics.

In order to evaluate the above approach to detect topics, we cre-
ated ground-truth data for one Republican debate and one Demo-
cratic debate. We only used sentences with at least 0.5 ClaimBuster
score. In our ground-truth data for the Democratic debate, there are
52 sentences and 39 of them are labeled with a topic. The program
detected topics for 27 of the 39 sentences and only one sentence was
assigned with a incorrect topic. For the Republican debate ground-
truth data, there are 62 sentences and 44 sentences are labeled with
a topic. The program found topics for 30 out of the 44 sentences
and 5 of these sentences were mis-classi�ed.

We applied the topic detection program on all remaining sen-
tences of these debates. The topics of the sentences allow us to
gain better insight into the data. The results of our study which
leverages the detected topics are reported in Section 4.5. The high
accuracy of the topic-detection program on the ground-truth data
gives us con�dence on the results.

4.4 Verdict Collection
We used CNN and PolitiFact as the means for comparing Claim-
Buster's results. These two organizations were selected because
each identi�es claims they judge to be worth checking and then
rates each claim on a truthfulness scale. The verdicts for CNN are
True, Mostly True, True but Misleading, False or It's Complicated.
PolitiFact uses True, Mostly True, Half True, Mostly False, False and
Pants on Fire (egregiously false). Other organizations focus on false
or misleading claims only (Factcheck.org) or write about debate
statements they found interesting or suspicious (Washington Post)
which makes a comparison to ClaimBuster problematic.

For each of the21debates CNN and PolitiFact prepared a sum-
mary of the factual claims they chose to check and rendered a
verdict on them. We collected all of these verdicts,224from CNN
and118from PolitiFact.

Table 6 shows the scores given by ClaimBuster to the claims
fact-checked by CNN and PolitiFact. The ClaimBuster average for
sentences fact-checked by CNN is0:433compared to0:258for
those sentences not selected by CNN, a statistically signi�cant
di�erence. Likewise, the ClaimBuster average for sentences checked
by PolitiFact is0:438compared to0:258for those not selected, also a
signi�cant di�erence. The results of these comparisons demonstrate
the utility of ClaimBuster in identifying sentences likely to contain
important factual claims.

4.5 Results of Case Study
With the ClaimBuster score, topic and veracity of the sentences at
hand, we study the relation among these and try to �nd answers to



http://idir.uta.edu/claimbuster
http://idir.uta.edu/claimbuster
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