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Motivation

* Importance of Knowledge Graphs (KG) for many Al-related applications such
as question answering, web search, and fact checking.
* Incompleteness of KGs despite their large sizes.

* Popularity of embedding models among various KG completion methods.

* Prevalence use of the benchmark dataset FB15k to evaluate embedding methods.
e Eixistence of a bias in FB15k. It contains many pairs of (h, 1, t)and (t, ™!, h) where

~lis inverse of r. Therefore, the inverse of numerous test triples occurs in the

r
training set.
* No previous investigation of the effect of the aforementioned bias in the results of

embedding-based knowledge graph completion methods.
Embedding-Based Models Benchmark Datasets

Steps employed by embedding-based methods * FB15k [Bordes+NIPS13]: A subset of FIreebase

1) detining a scoring function to measure the plausibility extensively employed for evaluating KG embedding
ot triples (h,r,t). approaches. Inverse triples of 81% ot the test triples

2) Learning the representations of h, r, and t by solving an exist in the training set [Toutanova+CVSC15].
optimization problem of maximizing the scores of * FB15-237 [Toutanova+CVSC15]: A subset of FB15k
correct triples while minimizing the scores of incorrect created by removing inverse and near-duplicate relations
ones. from FB15k.

[Bordes+NIPS13]

Link Prediction Task tor Triples (h, t, t)

Results
FB 15k FB15k-237 e Performance reduction of all methods
Raw Filtered Raw Filtered
Model MR| Hits@i0] MRR] FMR| FHits@10] FMRR] MR]| Hits@10] MRR] FMR| FHits@10] FMRR] on FB15k-237:
TransE _ - . _ i, i, ; ,
[Bordes+NIPS13] gg?:g igﬁ 18.44 1?20?2{) giﬁé 30.7 440.2 29.8 11.9 250.8 42.5 18.0 FMRR of ConvE
TransH ) - _ ) . . _ . , _ ,
[Wang+AAAI14] g%ﬁg ig.g 28.3 23_2 gg.? 16.3 511.8 29.0 10.5 309.8 42.9 16.3 689 (()1’1 FB15k> to 31 (Oﬂ FB15k—237)
TransR 226.0 43.8 - 78.0 65.5 - - - - - . -
[Lin+AAAT15] 236.4 47.2 16.2 82.7 71.9 29.7 544.9 27.9 9.9 337.0 42.9 16.2
TransD - - i, _ i, i, ; i, °1°
(Ji+ACL15] 3098 474 163 654 704 28.3 506.9 29.4 104  305.2 42.8 16.2 ° Compafablhty of TransE on FB15k-237
RESCAL _ ) | _ ] ] ) ] ] ] ] - : :
[Nickel+ICML11] ggi:g %ﬁ 15.2 ggg.g 33.5 28.3 850.6 19.8 100  640.8 31.6 18.0 to Maﬂy of its SUPECrior SuUCCCSSOrs which
DistMult 315.0 453 204 1616 709 a8 993.7 12.4 55 783.1 25.3 13.2 OUtpﬁffOfmed TransE on FB15k:
269.6 50.6 24.6 112.3 83.3 65.4 708.8 18.0 7.9 494.0 35.2 17.5
[Yang+ICLR15] 279.0 50.0 25.5 120.4 84.2 70.5 708.4 22.1 11.7 4954 37.6 21.5
: - - 89.9 81.3 64.8 : - i 391.7 46.1 29.6
ComplEx 347.6 443 202 1895 730 513 1169.2 8.2 39 955.1 20.7 10.9 F hltS@lO of ANALOGY vs TransE
oEYE B B B
ANALOGY _ - - - - - , _ ;
[Liu+ICML17] 279.4 50.5 gg:g 120.9 giﬁ% ;gg 715.9 21.9 11.5 502.7 37.4 21.3 <Oﬂ FB1 Sk‘237>
onve : S s 873 745 : : -, 260 491 st e Superiority of ConvE  results under
[Dettmers+AAAI138] 190.8 52.5 27.2 51.2 85.1 68.9 489.3 28.4 154 2770 48.5 31.0 P tY
NLFeat ) ) ) ) 270 22 ) ) ) ) 347 0o many metrics.
[Toutanova+CVSC15] ..
e * Promising results of observed feature
[Yang +NIPS17] ' - - - - " - - ' ' - - models NI.Feat and NeuralLP

e Published results e OpenKE : https://github.com/thunlp/OpenKE e ComplEx : https://github.com/ttrouill/complex
o ANALOGY : https://github.com/quark0/ANALOGY e ConvE : https://github.com/TimDettmers/ConvE



https://idir.uta.edu/index.php/File:NSF.png

	Slide Number 1

