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1. I N T R O D U C T I O N  

In this paper we investigate several variations of the following problem: 

Given a collection of pairwise disjoint polygons and their spatial positions in 
the plane, cover each with a polygonal hull such that 
(i) the hulls are pairwise disjoint, and 

(ii) the total number of vertices of the hulls is minimized. 

This problem can be readily extended to three dimensions, where polyhedrons replace 
polygons, or it can be restricted to special types of polygons such as rectilinear polygons 
or convex polygons. If the objects are sufficiently far apart, each object can be enclosed 
in a triangle (or tetrahedron); however, if the objects are placed closer together, then 
because we require that the hulls are disjoint the problem is nontrivial. 

Our problem belongs to the important area of object approximations, where the 
goal is to approximate complex objects by simpler shapes [A, AB, CY, KL]. The situ- 
ation we consider typically arises in circuit design where rectilinear polygons represent 
circuit components, or in robot motion planning where polyhedrons represent obstacles 
inside a workspace. Our goal of obtaining minimum vertex hulls, if efficiently accom- 
plished, may speed up subsequent processing because of the reduced input size. For 
example, an algorithm for constructing a communication network between the objects 
based on the link metric may be sped up because this preprocessing straightens out 
"bends" in the objects. 

Our results are the following. 

Resu l t  1: The two dimensional minimum vertex hulls problem is NP-hard. The 
proof follows from a reduction from the Planar-3SAT problem, ILl. The problem is 
NP-hard even when restricted to convex polygons, or rectilinear convex polygons. 

R e s u l t  2: For the restricted case of rectilinear polygons there is an efficient ap- 
proximation algorithm which constructs hulls that achieve more than half the maximum 
possible reduction in vertices. If n is the input size and k is the number of polygons, 
this algorithm runs in O(nlogk + nloglogn), and uses the algorithm in [TV] as a 
subroutine. As an application this algorithm, along with ideas from [CKV], led to an 
algorithm for computing shortest rectilinear paths amidst rectilinear polygonal obsta- 
cles in O(k(Iogk) 2 + nlogk + nlogtogn) time. Other applications of the algorithm 
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include algorithms for computing rectilinear minimum spanning trees and rectilinear 
Steiner trees [GJ] between the polygons. 

R e s u l t  3: There is an algorithm for constructing rectilinear minimum vertex hulls 
in two dimensions which is based on dynamic programming, whose running time is 
exponential in the number of polygons rather than the input size. Thus, the difficulty 
of the problem is related more to the number of polygons than to their shapes and 
positions. As we shall note later, this is hog true for the three dimensional case. This 
algorithm may be useful in practice, when the number of objects is small. 

R e s u l t  4: In three dimensions the minimum vertex hull problem is also NP-hard. 
Again, this result holds for convex polyhedrons and for rectilinear convex polyhedrons. 
In addition, the following more interesting result holds for three dimensions. The prob- 
lem is NP-hard even for only ~wo nonconvez polyhedrons. This is also true for rectilinear 
polyhedrons. Thus, unlike the two dimensional case, here the difficulty lies in the com- 
plex shapes that three dimensional objects can have. The assumption, we make here is 
that the polyhedrons are of genus 0; that is they are topologically homeomorphic to the 
sphere. 

R e s u l t  5: Klee [0] posed the following related problem: given two concentric 
convex polytopes in arbitrary dimensions, fit a minimum vertex convex polytope be- 
tween them. A generalization is to allow nonconvexity in the problem. While the two 
dimensional problems have been solved, [AB], the higher dimensional versions remain 
open. As an important corollary of Result 4, we show that Klee's problem generalized 
for nonconvex polyhedrons is NP-hard. (Again, the assumption is that the polyhedrons 
are of genus 0, and the result is seen to hold even for rectilinear polyhedrons). 

Our research differs from most previous research on object approximations in two 
important ways. First, the measures of simplicity previously studied have usually been 
continuous (for instance, area [KL], or symmetric differences [A]), while ours is combi- 
natorial, as in [AB]. Second, complex objects have usually been considered in isolation, 
while we have a more restrictive environment where a number of neighboring objects 
can hinder the simplification process. 

Section 2 defines some terms and notations. Section 3 provides some details of 
the NP-hardness proof of our two dimensional problem (part of Result 1). Section 4 
describes the approximation algorithm for obtaining rectilinear hulls (part of Result 
2). Section 5 describes the exact algorithm for the special ease of rectiIinear polygons 
(Resutt 3). Section 6 provides some details of the NP-hardness proof of our three 
dimensional problem (part of Result 4). Due to space limitations we omit details of the 
other results, which may be found in [DJ]. We conclude with a list of open problems. 

2. D E F I N I T I O N S  A N D  N O T A T I O N S  

A simple polygon is a piecewise linear, nonintersecting closed curve on the plane. A 
rectilinear polygon is one where each piece (or edge) is parallel to either the x or the y 
axis. Adjacent edges meet at vertices. A eonvez polygon is one where the line segment 
joining any pair of interior points lies whoUy inside the polygon. A rectilinear convez 
polygon is one where the above is true for all pairs of interior points that have the same 
x co-ordinate or the same y co-ordinate. A polygon set is a collection of pairwise disjoint 
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polygons on the plane. Given a polygon set, a hull set is another collection of pairwise 
disjoint polygons (or hulls), such that each hull encloses exactly one polygon from the 
polygon set. If P is a polygon set, # ( P )  denotes the number of vertices in P. 

In three dimensions the definitions are similar. A simple polyhedron is a closed 
region in space with a piecewise planar surface. Each planar piece is known as a facet. 
Facets are adjacent at edges, and edges are adjacent at vertices. A polyhedron is of 
genus g if it is topologically homeomorphic to a sphere with g handles. Throughout 
we restrict the polyhedrons to be of genus 0. One reason for having this assumption is 
because the graphs defined by the vertices and edges of genus 0 polyhedrons are planar. 
So, the overall size of the input description is linearly related to the number of vertices~ 
and thus reducing vertices reduces the input. The remaining definitions are similar to 
their two dimensional counterparts. 

The next section describes some details of the two dimensional NP-hardness proof. 

3. N P - H A R D N E S S  IN T W O  D I M E N S I O N S  

In this section we outline a proof which shows that constructing minimum vertex hulls 
for a convex polygonal set (with integer co-ordinates) is NP-hard. 

We shall prove NP-completeness for the decision version of our problem, which 
is: Given a convex polygon set P, with all vertices having integer co-ordinates, and 
an integer K, is there a set of hulls H, such that # ( P )  - # (H)  _ K ? Clearly, 
the problem is in NP because a nondeterministically constructed H can be verified in 
polynomial time. For proving NP-completeness, the reduction will be from Planar- 
3SAT, [L], which is defined as follows. A variable-clause graph of a 3SAT instance (with 
n variables and m clauses) is a graph where (i) vertices are variables and clauses, and 
(ii) edges are between variable vertices and clause vertices, with the rule that if a clause 
C has a literal of a variable V, then [C, V] is an edge. Also, an edge is marked "+" 
or " - " ,  depending on which literal is in the clause. Planar-3SAT may now be formally 
stated as: Given a planar variable-clause graph for a 3SAT formula, is there a satisfying 
truth assignment? 

In our reduction, we design components for variables, clauses, and edges of a given 
planar variable-clause graph. Each component will be a collection of convex polygons. 
All components will be "superimposed" on the planar graph, so that we have a global 
collection of convex polygons. The planarity of the drawing will ensure that these 
polygons remain pairwise disjoint. In this outline, we omit details on how to lay out the 
polygons on integer co-ordinates. The following definitions will be useful in describing 
the remaining steps. 

Consider the two groups of polygons in Figure 1. The central quadrilateral of 
each group defines an empty triangular region called a block, which would be filled if 
the quadrilateral was extended into a triangle. Thus a minimum vertex hull for the 
quadrilateral either selects the block, or excludes it. Two blocks belonging to different 
groups can intersect as the figure shows. If the minimum vertex hulls of one group selects 
its block, clearly the hulls of the other group will have to exclude the intersecting block. 
Throughout our construction we only place such groups on the plane so that appropriate 
blocks intersect. To construct minimum vertex hulls it is to our advantage to select as 
many such blocks as possible. 
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Variable C o m p o n e n t :  There is one variable component per variable, and the 
design of each component is dependent upon the total number of clauses, m. In par- 
ticular, each component consists of 2m polygon groups (as defined above), with the 
blocks intersecting in a cycle, as in Figure 2. Let one set of m alternating blocks in the 
cycle be called positive blocks, while the other set be called negative blocks. Clearly, 
a set of minimum vertex hulls for the component will select either the positive blocks 
only, or the negative blocks only. In the former case, the variable is set FALSE, and in 
the latter case it is set TRUE. Finally, we superimpose each variable component as a 
"macro vertex" in the variable-clause graph. 

Clause C o m p o n e n t :  Since a clause has three literals, its component will consist 
of three polygon groups whose blocks intersect in a cycle, in a manner similar to above. 
Thus, a set of minimum vertex hulls for the component can select only one of the 
blocks. As before, we superimpose each clause component as a macro vertex in the 
variable-clause graph. 

Edge  C o m p o n e n t :  Edge components provide a means of linking up the config- 
uration. We shall illustrate this by an example. Consider a " - "  edge of the variable 
clause graph. The component is realized in Figure 3, and should altogether have an even 
number of blocks intersecting in a chain. We superimpose the chain on the edge in the 
graph, such that one end block intersects a negative block in the variable component, 
and the other intersects a literal block in the clause component. (The actual number of 
blocks in the chain can be showal to be polynomial). Since there are enough blocks in 
each variable component to acommodate all clauses, all edge components may be laid 
out without encountering polygon crossovers. Since an edge component has an even 
number of blocks, its best hull set has to select at least one of the end blocks. In that 
case, the block that intersects it (which may belong to either the variable or the clause 
component) will not be selected. 

Clearly, the reduction requires only polynomial time. Let P be the set of polygons 
of all components and let the total number of blocks of all edge components be 2r. 
Let K = n m  + m + r. Note that the first term corresponds to the reduction in 
vertices if all variable components had their best hulls. Similarly, the second and third 
terms correspond to clause and edge components respectively. We pose the problem: Is 
there a set of hulls H such that # ( P )  - # ( H )  > K ? From the reduction, we can 
conclude that this is true if and only if the instance of Planar-3SAT is satisfiable. Thus 
constructing minimum vertex hulls for a set of convex polygons is NP-hard. 

The proof for the case of rectilinear convex polygons is more involved, and the 
reader may find it in [DJ]. The next section describes an approximation algorithm for 
the rectilinear problem. 

4. AN A P P R O X I M A T I O N  A L G O R I T H M  F O R  R E C T I L I N E A R  HULLS 

In this section we shall only be concerned with rectilinear polygons. We describe a poly- 
nomial time algorithm which constructs valid hulls that closely approximate minimum 
vertex hulls, in a sense described below. 

Let P be a rectilinear polygon set. It is not hard to see that there exists a set 
of minimum vertex hulls which is tight, that is, each hull edge touches some polygon 
edge. This is easily proven, because any set of minimum vertex hulls can be tightened 
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by pushing each hull edge towards the enclosed polygon in a direction perpendicular to 
the edge, until it hits the polygon. We may lengthen / shorten adjacent hull edges, but 
no new vertices will be added. For notational convenience, henceforth M i n H u l l ( P )  will 
denote a set of tight minimum vertex hulls of P. The algorithm outputs a hull set H 
such that # ( P )  - # ( H )  > ½[#(P) - # ( M i n H u I l ( P ) ) ] .  The output H may not be 
tight; the concept of tightness is primarily used in analyzing the algorithm. 

The algorithm is essentially greedy in nature; it iteratively performs local modifi- 
cations to the shapes of the polygons, such that each iteration reduces the number of 
vertices. There are two such local operations, and both are the major iterative steps of 
the algorithm. 

Fi l l -Well(P) :  Consider any polygon of P. Suppose its boundary has a shape 
similar to Figure 4, or symmetric to it. The polygonal region enclosed by its boundary 
between a and b, and the straight line [a, b], is called a well. Note that a and b need 
not be vertices. Fil l  - We l l  identifies a well that does not intersect with any polygon, 
and fills it by replacing the segment of the polygon's boundary between a and b by the 
straight line [a, hi. Clearly if a well does get filled, then # ( F i l l  - W e l l ( P ) )  < # ( P ) .  

Fi l l -Corne r (P) :  Consider any polygon of P. Suppose its boundary has a shape 
similar to Figure 5, or symmetric to it. The polygonal region enclosed by its boundary 
between a and b, and the straight lines [a, a~ and [b, d], is called a corner. Unlike wells~ 
note that a and b are vertices. Fi l l  - Corner identifies a corner that does not intersect 
with any polygon, and fills it, by replacing the segment of the polygon's boundary 
between a and b by the two lines [a, d] and [b, d]. Clearly if a corner does get filled, 
then # ( F i l l -  Corner (P) )  < # ( P ) .  

It is easy to see that a set of minimum vertex hulls can be constructed by applying 
a particular sequence of these operations. Unfortunately, it is unlikely that the exact 
sequence can be determined in polynomial time. However, we now outline our polyno- 
mial time algorithm which applies these operations in a sequence that guarantees the 
error bound claimed above in the approximate solution. The algorithm has two major 
steps. In the first step wells are filled, and in the second step corners are filled. 

S tep  1: In this step, Fi l l  - We l l  operations are applied exhaustively on P,  con- 
verting it to P1- At any stage, the selection of the well to be filled is arbitrary. Thus P1 
should have no further wells that can be filled. It is not hard to see that Fil l  - Wel l  
operations are "harmless", that is # ( M i n H u l l ( P ) )  = # ( M i n H u l l ( P 1 ) ) .  

Step  2: In this step, Fi l l  - Corner operations are applied exhaustively on P1, 
converting it to H, the final output. It is easy to see that H should have neither wells 
nor corners that can be filled. Unlike Step 1 however, at any stage the selection of 
the corner to be filled is no~ arbitrary. The selection procedure is the key idea of the 
algorithm, and we describe it after the following definitions and facts. 

After Step 1, the boundary of each resulting polygon is a cycle of alternating 
fragments that are exposed to the exterior (called open fragments), and fragments that 
are adjacent to a neighboring polygon (called closed fragments), as in Figure 6. It is easy 
to see that all closed fragments belong to any final set of minimum vertex hulls. Thus the 
algorithm has to only examine and modify open fragments. The open fragments can be 
further divided into staircases. Observe that the open edge between any two staircases 
also belongs to any final set of tight minimum vertex hulls. Staircases themselves are 
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sequences of steps. Suppose a polygon has a corner that  can be filled. Then the common 
boundary between the corner and the polygon has to be a sequence of adjacent steps of 
some staircase. Define the size of a staircase as the number of steps it contains. Also. 
a step at either end of a staircase is called a head. 

The selection procedure in Step 2 can now be described. A head of any staircase 
is examined to determine if the corner that  it defines can be filled. Two cases arise: 
(1) The corner cannot be filled: Then the head is clearly a part  of a final hull, and is 

thus removed from the staircase. (Figure 7). 
(2) The corner can be filled: Then the corner is filled, and the updates made to the 

staircase are indicated in Figure 8. 
We observe that  in either case, the size of a staircase is decreased, thus the iteration 

of the selection procedure will terminate. ' The result of the iteration, H,  is the final 
output. Clearly the whole process is polynomial. The following lemma proves that  H 
indeed satisfies the claimed error bound. 

L e m m a :  # ( P )  - # ( H )  >_ ½[•(P) - #(MinHuIl(P))].  
Proof." From Step 1, we know that,  
(1) # ( P )  > #(P1),  and 
(2) #(MinHul l (P) )  = #(MinHulI(P1)).  

Since H does not have any wells and corners to be filIed, 
(3) # ( H )  = #(MinHuU(H)) .  

Now let the total number of Fill - Corner operations be c. Let the sequence of 
polygon sets produced during Step 2 be P1 = R °, R 1, R 2, .. , R c = H. Con- 
sider MinHuIl (R i) of a set of polygons R i. Since it is tight, in the worst case it is 
conceivable that it intersects the next corner to be filled as shown in Figure 9. How- 
ever, we can construct a valid new hull set for R i+1 which has at most 2 more vertices 
than MinHull(R~), by "bending" the intersecting portions of MinHut l (R ~) outwards 
to avoid the corner, as shown in Figure 9. But after filling the corner, the new set of 
polygons R i+1 has at least 2 vertices less than R i. We thus get two more conditions, 
(4) #(MinHul l (H))  < #(MinHutI(P1)) + 2c. 
(5) # ( H )  < # ( P I )  - 2c. 

In the 5 conditions above, there are 7 quantities, 3 of which appear in the statement 
of the lemma. If we eliminate the other 4 quantities, the lemma follows. ! 

The algorithm can be implemented using elementary da ta  structures and a bounded 
number of plane sweeps to run in O(nlogn) time. A more careful implementation, using 
the algorithm in [TV], runs in O(nlogk + nloglogn) time. Details of this and various 
applications of the algorithm may be found in [D J]. 

The next section describes an exact algorithm for the above problem. 
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5. A N  E X A C T  A L G O R I T H M  F O R  R E C T I L I N E A R  HU LLS 

Given a rectilinear polygon set with k polygons and a total of n vertices, we have 
designed an algorithm that computes their minimum vertex hulls in P(n  k) time, where 
P is a polynomial. The algorithm works even for nonconvex rectilinear polygons. This 
result shows that the difficulty of the problem is related to the number of polygons more 
than their shapes and spatial positions. As we shall note later, this is not ~rue for the 
three dimensional case. We shall only outline the algorithm, and details may be found 
in [DJ]. 

Suppose we grid the area exterior to the polygons by extending vertical and hori- 
zontal lines through each vertex in both directions until they either extend to infinity, 
or terminate at some polygon's boundary. It is not hard to see that there exists a set of 
minimum vertex hulls whose edges lie along the grid. If we perform a brute force search 
on this grid, the time will be exponential in n. To achieve the claimed time bound, we 
need to do better. Our algorithm is based on dynamic programming. We will assume 
the usual nondegeneracies in the input data such as, no two horizontal (vertical) edges 
share the same y co-ordinate (x co-ordinate) etc, as is usual with geometric algorithms. 

We first fill all wells in the input, exactly as the algorithm in the previous sec- 
tion does. After that, there is a difference in how open fragments are modified by this 
algorithm. The process of filling wells may result in trapped regions between pairs of 
polygons, such that the region's boundary is two open fragments. Within such a re- 
gion, the boundary of a minimum vertex hull for one polygon is also the boundary of 
a minimum vertex hult for the other polygon. This boundary fragment can be easily 
computed by a shortest path search along the grid within the region (where path length 
is measured by number of bends). For each trapped region, this computation is carried 
out, the new fragment is added to the set of closed fragments, and the two open frag- 
ments are removed from their set. Conceptually, the polygons grow and the trapped 
regions shrink. 

We next break up the remaining area exterior to the polygons into O(k) regions, 
such that each region is adjacent to at most two polygons. This is' done as follows. From 
planar graph theory it can be shown that the remaining number of open fragments is 
O(k). Let a monotone curve be a curve on the plane whose y co-ordinate monotonically 
increases, (or monotonically decreases). We split each remaining open fragment into a 
minimum number of monotone open fragments. We can show that the total number of 
such fragments is still O(k). We now extend horizontal lines through the end vertices of 
each monotone open fragment in both directions until they hit other edges, or extend 
to infinity (Figure 10). Clearly this will break up the exterior area into O(k) regions, 
and each region will resemble a "generalized" square, such that each vertical side is a 
monotone portion of some polygon's boundary. Note that each region will contain two 
fragments of the final hulls, a Ie~ fragment covering the left vertical side, and a right 
fragment covering the right vertical side. 

Consider such a region A B C D ,  as in Figure 10. In the most general case, the grid 
divides the horizontal edges A B  and CD into O(n) points each. Let the sequence of 
pointsfromleft to r igh tbeA = u0, ul, ..., uv = B ( C  = lo, 4,  ..., lq = D)° Theleft 
fragment may enter A B  through any ui, and the right fragment through any u j, j >__ i. 
Similaxly, the left fragment may exit CD through any lr~ aald the right fragment through 
any u~, s > r. If these entry and exit points are known, we claim (to be proven shortly) 
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that the fragments wi~h minimum number of vertices can be computed in polynomial 
time. We associate with each region a O(n 4) sized table, where each entry, indexed by 
the quadruple (i, j ,  r, s), contains the two fragments with minimum vertices. By the 
above claim, these tables can be computed in polynomial time. Now a combination of 
one entry from each table (properly connected using a minimum number of additional 
vertices), defines a valid set of hulls. The algorithm steps through all the combinations 
and outputs the one with minimum vertices. Clearly this takes P(n k) time, where P is 
a polynomial. 

Finally, we show that the tables can be computed in polynomial time. Consider the 
region ABCD. The horizontal lines of the grid break its interior into rectangles. Let 
the sequence of rectangles be R0, R1, ..., R,n, ordered from top to bottom. We shall 
build the table inductively. Assume the table for the subregion R0 U R1 ... U R~ has 
been constructed. It is not hard to see that the table for the region R0 U R1 ... U Ri + 1 
can be constructed in polynomial time. 

The next section describes some details of the three dimensional NP-hardness proof. 

6. N P - H A R D N E S S  IN T H R E E  D I M E N S I O N S  

In three dimensions the problem is to construct a minimum vertex hull set for a given 
polyhedron set. Recall that we require all polyhedrons to be of genus 0. The problem 
is NP-hard even for convex / rectilinear convex polyhedrons, by a trivial generalization 
of the proofs of Result 1. However, for simple polyhedrons, we show the problem to be 
NP-haxd even if only two polyhedrons are present. This result indicates that in three 
dimensions, shapes and spatial positions do matter, and two objects could be interwined 
in a very complex manner which prevents easy computation of their minimum vertex 
hulls. We outline the proof below. 

The decision problem is: Given two polyhedrons with all vertices having integer co- 
ordinates, and an integer K, is there a pair of hulls which have at least K fewer vertices? 
Clearly the problem is in NP. For proving NP-completeness, the reduction shall be from 
3SAT, and some ideas will be borrowed from the two dimensional construction. As 
before, we will ignore the details involving integer co-ordinates. Our basic component 
will be a prism, which is a 6-vertex polyhedron, as in Figure 11. The empty tetrahedral 
region adjacent to the smaller triangular facet is called a block, which would be filled 
if the prism was extended into a tetrahedron. Our construction will consist of (among 
other things) such prisms with blocks intersecting appropriately. We will also position 
obstacles alongside all but the smaller triangular facet of each prism, so that the prism 
can only grow by filling its block. (Henceforth, the construction of a hull will sometimes 
be regarded as the "growth" of a polyhedron until it becomes the hull). 

Given a (not necessarily planar) variable-clause graph of a 3SAT instance, we con- 
struct variable, clause, and edge components as in Section 3, except that we replace 
polygon groups by prisms. Since this is a construction in three dimensions, there is 
no planarity requirement. Next, we connect all prisms into a single polyhedron (called 
A) by attaching their larger triangular facets to a common rail, which is itself a long 
polyhedral structure (Figure 12). Clearly A is of genus 0. 

Suppose we had obstacles alongside all facets of A except the smaller triangular 
facet of each prism. Then A can only grow by filling adjacent blocks. But intersecting 
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blocks cannot be simultaneously filled, otherwise A will grow to have a handle, and 
hence have genus > 1. Thus the next major step of the reduction is to construct a 
single polyhedron (called B), which will act as an obstacle along all appropriate facets 
of A. Let C be an artificial polyhedron composed of the union of A and all adjacent 
blocks. Clearly C may have a large genus. Let B be a large tetrahedral object which 
completely contains C in its interior. It has two connected surfaces, one exterior, and 
one interior, with the latter adjacent to C. To force it to have a single connected surface. 
we drill a hole (with a suitably small triangular cross section) from the exterior surface 
to the interior surface, such that the interior opening is adjacent to some facet of A's 
rail. Now B is a polyhedron with a single connected surface, though with a possibly 
large genus. 

At this stage, the problem of finding a minimum vertex hull for only A, in the 
presence of B, is at least as hard as finding a satisfying assignment for the 3SAT 
instance. This is because the hull for A can only select nonintersecting blocks, and 
clearly cannot grow through the hole in B. To complete the construction, we have to 
satisfy two more requirements. First, we have to convert B to a genus 0 object., and 
second, pose the problem as finding hulls for both objects simultaneously. 

To satisfy the first, we break internal handles of B by cutting portions of suitably 
small width (Figure 13), until the genus becomes 0. However, one complication arises. 
It may now be possible for A to grow by selecting intersecting blocks, and yet avoid its 
resulting handle by also growing through a created gap in a former handle of B. To 
make it expensive for A to grow through these gaps, we let each cut portion have a 
shape roughly like a cup with at least as many vertices as A currently has. 

The reduction is now complete. The second requirement is automatically satisfied 
because of the following. Suppose we find a minimum vertex hull for A alone. Then we 
can create a minimum vertex hull for B by growing B until it is everywhere adjacent 
to A's hull, except at the interior opening of the hole. We omit further details and 
claim that this reduction is sufficient to prove that computing minimum vertex hulls for 
simple polyhedrons of genus 0 is NP-hard. 

A similar result can be established for a pair of rectilinear polyhedrons. As a 
corollary, the generalized Klee's problem can also be shown to be NP-hard, even for 
rectilinear polyhedrons. Details may be found in [DJ]. 

7. O P E N  P R O B L E M S  

In three dimensions the main open problem is whether it is hard to construct hulls for 
convex polyhedron sets with a bounded number of polyhedrons. We do not think the 
problem is NP-hard. Results on this problem may shed some light on Klee's original 
problem. It would also be interesting if some results on polyhedrons with higher genus 
could be established. 

In neither two nor three dimensions have we designed approximation algorithms for 
the simple polygons (polyhedrons) problem. Good approximation algorithms, or even 
heuristics, would be interesting because they have practical applicability. 

It seems to be necessary to define a good general meaaure of simplicity, rather than 
special ones such as minimum vertices, area, etc. Such a measure should be investigated 
from a computational complexity point of view. 
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