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Linear Units 
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Biological Neural Networks 
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Extensions of Simple Linear Units 
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Multi-layer Neural Networks 
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Multi-layer Neural Networks 
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Network Training 

• Online Learning 

– weights updated after 
every training sample 

– significantly faster than 
offline learning 

– better suited for large 
datasets 

• Offline/Batch 
Learning 

– weights updated after 
one epoch 
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Batch-mode vs Online Mode Learning 

• In batch-mode 
– Samples provided and processed together to construct model 

– Need to store samples (not the model) 

– Classical approach for data mining 

• In online-mode 
– Samples provided and processed one by one to update model 

– Need to store the model (not the samples) 

– Classical approach for adaptive systems 

• But both approaches can be adapted to handle both contexts 
– Samples available together can be exploited one by one 

– Samples provided one by one can be stored and then exploited 
together 
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Example Application -- Driving A Car 
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Example Application -- Driving A Car 

• Input: Video image (30 x 32) + range-finder distance (8 x 32) 

• Output: 45 units representing steering angle 

• Hidden: 45 units completely connected to input and output 

• Training: Originally on simulated images. Then in real use 

• Results: Drives 3mph along woodland road 

• Current Developments: Recently up to 15 decisions per 

second, good for 55mph driving along dirt, gravel, and other 

difficult surfaces. Trained by a real driver.  
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Nettalk 

• Built in response to development of a chip  

     which converts phonemes into sounds of language. Needed  

      something to convert English words into phonemes. 

• Input: 29 bits per character, 7 character window (for 

context). one-of-n-encoding — for each character, 1 bit is on, the 

rest are off. 

• Hidden units: One layer consisting of 80 hidden units, 

completely connected to inputs and outputs. 

• Output: 26 units to represent 54 phonemes. 

• Training: Training on dictionary pronunciation and on 

transcriptions of speech. 
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Results 

• Understandable speech after 10 learning cycles. After 50 training cycles, 
apparent error was 5% 

• Existing expert system (DecTalk) performed better, but required about 
10 person-years of linguistic analysis to generate rules; Nettalk require 
about 1 month to produce 

• Neural Networks can function as an expert system without the need to 
codify the expertise. Learns from examples 
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When to Consider Neural Networks 

• Input is high-dimensional discrete or real-valued (e.g. raw 
sensor input) 

• Output is discrete or real valued 

• Output is a vector of values 

• Possibly noise data 

• Form of target function is unknown 

• Human readability of result is unimportant 

• Examples: 

– Speech phoneme recognition 

– Image classification  

– Financial prediction 



Fall 2016   Heng Huang                                                  Machine Learning 16 

Three-layer Back-propagation Neural Network 
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Output 

• The response function is normally nonlinear 

• Samples include 

– Sigmoid 

 

  

– Piecewise linear 
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Backpropagation 
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Backpropagation 
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Learning with MLP 
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Online Gradient Descent Algorithm for MLP 
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Xor Example 

• Linear decision boundary does not exist 
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Xor Example Using Linear Unit 
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Neural Network with 2 Hidden Units 
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Neural Network with 10 Hidden Units 
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Example of Error Back-propagation 
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Example of Error Back-propagation 

• The effect of the threshold applied to a neuron in 

the hidden or output layer is represented by its 

weight, , connected to a fixed input equal to -1 

• The initial weights and threshold levels are set 

randomly as follows: 

 w13 = 0.5, w14 = 0.9, w23 = 0.4, w24 = 1.0, w35 = -1.2, 

 w45 = 1.1, 3 = 0.8, 4 = -0.1, and 5 = 0.3.  
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Example of Error Back-propagation 

• We consider a training set where inputs x1 and x2 are equal 
to 1 and desired output yd,5 is 0. The actual outputs of neuron 
3 and 4 in the hidden layer are calculated as 

 

 

 

• Now the actual output of neuron 5 in the output layer is 
determined as: 

 

 

• Thus, the following error is obtained: 
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Example of Error Back-propagation 

• The next step is weighting training. To update the weights 

and threshold levels in our network, we propagate the error, 

e, from the output layer backward to the input layer. 

• First, we calculate the error gradient for neuron 5 in the 

output layer: 

 

• Then we determine the weight corrections assuming that the 

learning rate parameter, a, is equal to 0.1: 
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Example of Error Back-propagation 

• Next we calculate the error gradients for neurons 3 and 4 in 

the hidden layer: 

 

 

• We determine the weight corrections: 
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Example of Error Back-propagation 

• At last, we update all weights and threshold: 

 

 

 

 

 

 

 

 

 

• The training process is repeated until the sum of squared errors is 

less than 0.001. 
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Learning Curve for Operation Exclusive-OR 
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Final Results of Three-layer Network Learning 
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Solution for Exclusive-OR operation 
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Overfitting in Neural Network 
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Alternative Error Function 

• Penalize large weights: 
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Neural Networks for Face Recognition 

• 90% accurate learning head pose, and recognizing 1-of-20 faces 
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Learned Hidden Unit Weights 


