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Limitations of Linear PCA 

1,2,3=1/3 
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Kernel PCA: The Main Idea 
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Sample covariance matrix: 

 

Linear PCA: 

 

The projection is given by: 

 

The projected data are de-correlated: 
 

 

Different point of view of PCA: 

PCA Revisit 
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The eigen-vectors that span the projection space must lie in 

the subspace spanned by the data-cases: 

 

 

 

PCA eigenvalue function: 

N equations as: 

Kernel Method in PCA 
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Define the matrix 

 

 

Orthonormal constraint:  

 

 

 

Kernel PCA projection: 

Kernel Method in PCA 
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Center Kernel PCA 

It is difficult to center the data in future space. But we can 

center kernel matrix. 
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Center Kernel PCA 

At test-time, we need compute: 

 

 

Similar to the derivations in last slide, we have: 



Fall 2016   Heng Huang                                                  Machine Learning 9 

Algorithm 

Input: Data X={x1, x2, …, xl} in n-dimensional space. 

Process: Ki,j= k(xi,xj);   i,j=1,…, l. 
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Output: Transformed data 

 … for centered data 

Kernel matrix ... 

k-dimensional vector projection  of new  

data into this subspace 



A Tensor Is A Multidimensional Array 
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Matricization : Converting Tensor to Matrix 
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Mode-n Product Example 
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Tensor times a matrix 

Tensor times a vector 



Outer, Kronecker, & Khatri-Rao Products 
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Specially Structured Tensors 
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What Is The HO Analogue of The Matrix SVD? 
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SVD and 2D-SVD 

Fall 2016   Heng Huang                                                  Machine Learning 16 



2D-SVD 
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