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Classification 

Ref: Carlos Guestrin 
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How to Learn the Classifier? 

Ref: Carlos Guestrin 
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The Naïve Bayes Assumption 

Ref: Carlos Guestrin 
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The Naïve Bayes Classifier 

Ref: Carlos Guestrin 
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Text Classification 

Ref: Carlos Guestrin 
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Features X Are Entire Document 

Ref: Carlos Guestrin 
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NB for Text Classification 

Ref: Carlos Guestrin 
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Bag of Words Model 

Ref: Carlos Guestrin 
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NB with Bag of Words for Text Classification 

Ref: Carlos Guestrin 
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Twenty News Groups Results 

Ref: Carlos Guestrin 
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Supervised Learning 

Ref: Milos Hauskrecht 
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Linear Regression 

Ref: Milos Hauskrecht 
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Linear Regression 

Ref: Milos Hauskrecht 
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Examples 

• Voltage -> Temperature 

• Stock prediction -> Money 

• Processes, memory -> Power consumption 

• Protein structure -> Energy   

• Robot arm controls -> Torque at effector 

• Location, industry, past losses -> Premium 
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Linear Regression 
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Linear Regression 

Prediction Prediction 
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Ordinary Least Squares (OLS) 

Prediction 

Observation 

0 20 
0 

Error or “residual” 

Sum squared error 
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Linear Regression. Optimization. 

Ref: Milos Hauskrecht 
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Linear Regression. Optimization. 

Ref: Milos Hauskrecht 
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Solving Linear Regression 

Ref: Milos Hauskrecht 



Fall 2016   Heng Huang                                                  Machine Learning 22 

Solving Linear Regression 

Ref: Milos Hauskrecht 
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Gradient Descent Solution 

Ref: Milos Hauskrecht 
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Gradient Descent Method 

Ref: Milos Hauskrecht 
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Gradient Descent Method 

Ref: Milos Hauskrecht 
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Gradient Descent Method 

Ref: Milos Hauskrecht 
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Online Gradient Algorithm 

Ref: Milos Hauskrecht 
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Online Regression Algorithm 

Ref: Milos Hauskrecht 
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On-line Learning Example 

Ref: Milos Hauskrecht 



Fall 2016   Heng Huang                                                  Machine Learning 30 

Linear Classification as a Linear Regression 
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2D Input space: X = (X1, X2) 

Number of  classes/categories K=3, So output Y = (Y1, Y2, Y3) 

Training sample, size N=5, 

Regression output: 

Each row has 

exactly one 1 

indicating the 

category/class 

 

Indicator Matrix 

Or,  
Classification rule: 

))((ˆmaxarg))((ˆ
2121 xxYxxG k

k



Bishop (3.35) 
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Diabetes Data Example 

• Diabetes data 

 The diabetes data set is taken from the UCI machine learning 
database repository at: 
http://www.ics.uci.edu/˜mlearn/Machine-Learning.html . 

 The original source of the data is the National Institute of 
Diabetes and Digestive and Kidney Diseases. There are 768 
cases in the data set, of which 268 show signs of diabetes 
according to World Health organization criteria. Each case 
contains 8 quantitative variables, including diastolic blood 
pressure, triceps skin fold thickness, a body mass index, etc. 

– Two classes: with or without signs of diabetes. 

– Denote the 8 original variables by 

– Remove the mean of       and normalize it to unit variance. 
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Principle Features 

• The two principal components X1 and X2 are used 

in classification: 
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Linear Regression for Classification 

• The scatter plot follows. Without diabetes: stars 

(class 1), with diabetes: circles (class 2). 
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Classification Rule 

• Classification 

error rate: 28.52%. 
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Linear Classification Discriminant Function 

• There is a discriminant function k(x) for each class k 

• Classification rule:  

• In higher dimensional space the decision boundaries are 

piecewise hyperplanar 

)}(maxarg:{ xkxR j
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