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Fisher Linear Discriminant 

The figure on the right shows greater separation between subsets, one set of  

the points with dashed line, another with solid line. 
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Fisher Linear Discriminant 

Ref: Olga Veksler 
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Fisher Linear Discriminant 
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Fisher Linear Discriminant 

Maximize 

Ref: Olga Veksler 
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Fisher Linear Discriminant 
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Fisher Linear Discriminant 

Ref: Olga Veksler 
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Fisher Linear Discriminant Example 

Ref: Olga Veksler 
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Fisher Linear Discriminant Example 

Ref: Olga Veksler 
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Fisher Linear Discriminant Example 

Ref: Olga Veksler 
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Within-class Covariance Matrix 

• The projection is from a d-dimensional space to a 

(c-1) dimensional space. 

• The within-class scatter is 
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Total Covariance Matrix 

• Total mean 

 

• Total scatter matrix 
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Total Covariance Matrix 

• Note 
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Multiple Discriminant Analysis 

• The projection from a d-dimensional space to a (c-1)-

dimensional space is done by c-1 discriminant functions 

 

 

 

•       are viewed as columns of a d x (c-1) matrix 

 

• The samples        (d-dimensional) are mapped to a set 

of   (c-1)-dimensional which can be described by 

their own mean vectors and scatter matrices 
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Multiple Discriminant Analysis 

Mapping from d-

dimensional space 

to c-dimensional 

space d=3, c=3 
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Multiple Discriminant Analysis 

• We want to find a transform matrix W that maximizes the 

ratio of the determinants of the between-class scatter to the 

within-class scatter: 

 

 

• The columns of an optimal W are the generalized 

eigenvectors corresponding to the largest eigenvalues 
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FDA and MDA Drawbacks 

Ref: Olga Veksler 


