Abstract

The objective of this research is to propose a low-complexity static scheduling and allocation algorithm for message-passing architectures by considering factors such as communication delays, link contention, message routing, and network topology. As opposed to the conventional list-scheduling approach, our technique works by first serializing the task graph and "injecting" all the tasks to one processor. The parallel tasks are then "bubbled up" to other processors and are inserted at appropriate time slots. The edges among the tasks are also scheduled by treating communication links between the processors as resources. The proposed approach takes into account the link contention and underlying communication routing strategy, and can self-adjust on regular as well as arbitrary network topologies. To reduce the complexity, our scheduling algorithm is itself parallelized. To our knowledge, this is the first attempt in designing a parallel algorithm for scheduling. The proposed approach implemented on an iPSC/860 hypercube while yielding a high speedup in its execution, performs considerably better under a wide range of parameters including the task graph size, communication-to-computation ratio, and the target system topology. Comparisons are made with two other approaches.

1 Introduction

Scheduling of parallel programs represented by directed acyclic graphs (DAG) is an NP-complete problem in its general forms [4]. As a result, there has been a considerable research effort in designing efficient heuristic algorithms. Various heuristics using techniques such as list scheduling [6], [8], [11], [12]; critical path methods [11], [12], [8], [10]; clustering [5], [9], [11], [14], etc., have been proposed showing satisfactory performance. From a practical standpoint, however, there are two fundamental issues that need to be addressed: (i) does the heuristic make realistic assumptions and is it sophisticated enough to capture the architectural details of the system? and (ii) does the complexity of the heuristic permit it to be practically used for scheduling large task graphs?

The first question relates to the assumptions made by the scheduling algorithms about the program tasks and architecture models. Earlier scheduling heuristics [1], [2], [7] made simplifying assumptions such as equal times for all the nodes in the task graph, and ignoring the communication delays among tasks. The second question which is related to the complexity of the heuristic is an important consideration. In order to be of practical use, a scheduling algorithm must have low complexity. Most previous algorithms are evaluated by applying them on task graphs with a small number of nodes. In practice, a scheduling algorithm may be required to schedule task graphs with hundreds or thousands of nodes. Since most algorithms have complexity of $O(N^2)$ to $O(N^3)$, scheduling of graphs with a large number of nodes can take hours on a serial machine (for example, see Table 3 in Section 3).

In this paper, we present an algorithm that uses realistic assumptions such as arbitrary communication and computation costs in the task graph, performs scheduling and mapping, and takes into account link contention and communication routing strategy. There have been a few algorithms which meet all of the scheduling and mapping objectives mentioned above. Two such reported algorithms are the MH (Mapping Heuristic) proposed in [3], and the DLS (Dynamic Level Scheduling) proposed in [13].

The proposed algorithm can be used for any network topology and can adjust itself accordingly. The main feature of the proposed algorithm is that it is itself a parallel algorithm.

2 The Proposed Approach

For the purpose of presenting the philosophy behind it, we first describe its serial version which is based on a new technique that eventually leads to the parallel algorithm.

2.1 The Serial Algorithm

Before describing the serial BSA algorithm, we define some attributes and symbols which will be used in the subsequent discussion.

A parallel program can be represented by a directed acyclic graph $G = (V, E)$, where $V$ is the set of nodes representing tasks and $E$ is the set of edges representing communication messages ($|V| = v$ and $|E| = e$). Associated with each node $n_i$ is a number indicating the amount of computation required, denoted by $w(n_i)$. Associated with each edge is a number indicating the amount of communication data from one task to another, denoted by $c_{ij}$. A node on the critical path is called Critical Path Node (CPN). An In-Branch node (IBN) is a node, which is not a CPN, and from which there is a path reaching a CPN. An Out-Branch Node (OBN) is a node, which is neither a CPN nor an IBN. The communication-to-computation ratio (CCR) of a parallel program is defined as its average communication cost divided by its average computation cost on a given system. If node $n_i$ is scheduled to processor $J$, $ST(n_i, J)$ and $FT(n_i, J)$ denote the start time and finish time of $n_i$ on processor $J$, respectively. It should be noted that $FT(n_i, J) = ST(n_i, J) + w(n_i)$. After all the nodes have been scheduled, the schedule length is defined as $\max \{ FT(n, J) \}$ across all processors. The goal of a scheduling algorithm is to minimize the schedule length for a given task graph.

Some additional attributes used in the BSA algorithm are described below.

- $EMST$: the earliest start time of a message on a link. This is computed for the message by scanning through the link to find the earliest idle time slot that can accommodate it.
The BSA algorithm constructs a processor list in a breadth-first order from the processor having the highest degree (i.e., the one with the largest number of links). This processor is called the Pivot_TPE (pivot target processor).

The BSA algorithm then constructs a schedule incrementally by first injecting all the nodes to the pivot processor. Then, it tries to improve the start time of each node. After a node is migrated, the space occupied by it on the Pivot_TPE is released which can be used for its successor nodes on the Pivot_TPE. If a node can start at its DAT but its VIP is not resident on the pivot processor, it is still a candidate to be transferred. This is because if it can be transferred to the processor accommodating its VIP, its start time may further reduce. After all the nodes on the pivot processor are considered, the algorithm selects the next processor in the processor list to be the new pivot processor. This process is repeated until all the processors in the processor list have been considered.

The time complexity of the BSA algorithm is derived as follows. Build_processor_list() takes $O(p^2)$ time whereas Serial_injection() takes $O(v^2)$ time. Thus, the dominant step is the while loop from step (4) to step (21). In this loop, it takes $O(e)$ time to compute the ST and DAT values of the node on each adjacent processor. If migration is done, it also takes $O(e)$ time. Since there are $O(v)$ nodes on the Pivot_TPE and $O(p)$ adjacent processor, each iteration of the while loop takes $O(pev)$ time. Thus, the BSA algorithm takes $O(pev)$ time.

### 2.2 The Parallel Algorithm

In this section, we describe the proposed Parallel BSA (PBSA) algorithm. In the following, we will call the processors which execute the PBSA algorithm the physical processing elements (PPEs) in order to distinguish them from the target processing elements (TPEs) to which the task graph is to be scheduled.

In the PBSA algorithm, we first partition the task graph according to the number of PPEs available. This is done after the serial injection process. Each partition of the task graph is then scheduled to the target system independently. After all the partitions are scheduled, the independently developed schedules are concatenated. The PBSA algorithm is written in a host-node programming style. The host PPE is responsible for all pre-scheduling and post-scheduling housekeeping work. This includes the serial injection process, the task graph partitioning process, the concatenation of partial schedules and resolving any conflicts in partial schedules. All of the parallel PPEs concurrently schedule the partitions of the task graph assigned to them.

Due to the dependencies between the nodes of two adjacent partitions, each PPE needs the information about such dependencies in the scheduling process. For example, each node must know the finish time of a parent node belonging to another partition, called the remote parent node (RPN), so that it can determine its own earliest start time. In order to enable all the nodes in different partitions to know the finish times of their RPNs, a global information exchange among the PPEs is required. However, this can generate excessive amount of communication overhead. In the PBSA algorithm, only estimated information is available to each PPE so that inter-PPE communication is minimized. These estimates are given in the following definitions.

**Definition 1:** The earliest possible start time (EPTS) of a node is the largest sum of computation costs from an entry node to the node but not including the node itself.

**Definition 2:** The latest possible start time (LPST) of a node is the sum of computation costs from the first node in the serial injection ordering to the node but not including the node itself.
It is obvious that no node can start earlier than its EPST, and no node can be scheduled to start later than its LPST. An RPN can be scheduled to start at any time between the two extremes. Thus, the problem is to pick an accurate estimate for a parent node’s start time from all values between the two extremes. Our approach is to take EPST for a parent node if it is a CPN; otherwise, the estimated start time will be EPST plus a fraction of the difference between LPST and EPST. The size of the fraction is determined by the relative importance of the parent node over a CPN. We formalize this in the following definition.

**Definition 3**: The estimated start time (EST) of an RPN is given by \(\alpha\text{EPST} + (1 - \alpha)\text{LPST}\), where \(\alpha\) is the importance factor and is equal to 1 if the RPN is a CPN; otherwise, it is equal to the length of the longest path from an entry node through the RPN to an exit node divided by the length of the CPN. Here, length of a path is the sum of the computation and communication costs along the path.

From the above definition, the importance factor \(\alpha\) is always bounded above by 1. We measure the relative importance of an RPN by examining the length of the longest path passing through it, which may consist of large communication costs, large computation costs or both. Such a long path can potentially determine the schedule length. Therefore, the nodes lying on it are likely to be scheduled to the same TPE and as a result, to be scheduled at their EPSTs.

Given the estimated start time of an RPN, we still need to know on which TPE the RPN is scheduled. This is essential in determining the DAT of a node to be scheduled and, in turn, in choosing the most suitable TPE for the node. To estimate it, if the RPN is a CPN, then we assume that it will be scheduled to the same TPE as the highest level CPN in the local partition; otherwise, we just randomly pick one TPE to be the one to which the RPN is scheduled. We call this TPE of an RPN the estimated TPE (ETPE). It should be noted that both EST and ETPE of any RPN can be statically determined by the host program after the graph partitioning process. Using the above methods to obtain the estimated information about the RPNs of a partition, the node program of PBSA is formalized below.

**PBSA_Node()**:

1. Receive the target processor network from PBSA_Host().
2. Receive graph partition together with the RPN’s information (i.e., estimated start times and TPEs) from PBSA_Host().
3. Apply the serial BSA algorithm to the graph partition. For every RPN, its EST and ETPE are used for determining the DAT of a node to be scheduled in the local partition.
4. Send the resulting sub-schedule to PBSA_Host().

Suppose that there are \(m\) nodes in the local partition of PBSA_Node(). As step (3) in PBSA_Node() is the dominant step, the complexity of PBSA_Node() is \(O(p^2m^2)\), where \(p^2\) is the number of edges in the local partition.

After all the PBSA_Node() processes finish, the host program constructs the resulting schedule from all the sub-schedules by resolving the conflicts among them. Essentially, the host program concatenates the resulting schedule from all the sub-schedules after another in such a way that the resulting schedule is as short as possible. Since the serial part of the PBSA algorithm should not dominate, two methods are used in the host program for the concatenation of sub-schedules.

First, for every sub-schedule, the earliest node among all the TPEs is determined. Call this node the leader node and the TPE to which the leader node is scheduled the leader TPE. The leader node, together with all its succeeding nodes on the leader TPE, are concatenated to a TPE of the previous sub-schedule such that the start time of the leader node is as early as possible. Such TPE is called the leader TPE image. Then, the nodes on the neighboring TPEs of the leader TPE are concatenated to a neighbor TPE of the leader TPE image in the previous sub-schedule. This is done to all other remaining TPEs in a breadth-first order. In the concatenation process, nodes may need to be pushed down because of the scheduling of the inter-partition communication messages.

Second, after a current sub-schedule is merged with the previous sub-schedule, all exit nodes in the current sub-schedule (i.e., the nodes with no successors in the current graph partition) are considered for re-scheduling. For every such exit node, all the TPEs are examined and the node will be re-scheduled to the one which allows the minimum start time.

We formalize these methods in the following host program procedure Concat_Schedules():

**Concat_Schedules()**:

1. for every pair of adjacent sub-schedules, do
2. Determine the earliest node in the latter sub-schedule. Call this the leader node. Call its TPE the leader TPE.
3. Concatenate all nodes, which are scheduled on the same TPE as the leader node, to a TPE in the former sub-schedule so that the leader node can start as early as possible.
4. Concatenate the nodes on all other TPEs to the TPEs of the former sub-schedule in a breadth-first order beginning from the neighbors of the leader TPE.
5. Re-schedule the exit nodes in the latter sub-schedule so that they can start as early as possible.
6. Walk through the whole concatenated schedule to resolve any conflict between the actual start times and the estimated start times.

Suppose that there are at most \(m\) nodes in every sub-schedule. The complexity of Concat_Schedules() is then \(O(Pm^2)\), where \(P\) is the number of PPEs (i.e., the number of sub-schedules). This is because steps (2) and (5) take \(O(m)\) time; while steps (3), (4) and (6) take \(O(m^2)\) time. With Concat_Schedules(), the PBSA algorithm can then be formalized below.

**PBSA_Host()**:

1. Load processor network topology and input task graph.
2. Serial_injection()
3. Partition the task graph into equal sized sets according to the number of PPEs available. Determine the ESTs and ETPEs for every RPNs in all partitions.
4. Broadcast the processor network topology to all PBSA_Node().
5. Send the particular graph partition together with the corresponding ESTs and ETPEs to each PBSA_Node().
6. Wait until all PBSA_Node() finish.
7. Concat_Schedules()
3 Performance Results

In this section, we present the experimental results and performance comparisons. We implemented both the BSA and PBSA algorithms as well as the MH [3] and the DLS algorithms [13]. The parallel PBSA algorithms were implemented on an iPSC/860 hypercube at Syracuse University. The three serial algorithms were also implemented on a single processor of the iPSC/860.

We first compared the performance of the BSA algorithm with the MH and DLS algorithms, and then compared the BSA and PBSA algorithms. Two performance parameters were used: the schedule length produced by the algorithm, and the running time of the algorithm.

The workload for the testing purpose consisted of random graphs of various sizes. We selected 3 values of CCR which were 0.1, 1.0, and 10.0. The weights on the nodes and edges were generated randomly such that the average value of CCR corresponded to 0.1, 1.0 or 10.0.

In our first experiment, we compared the schedules produced by the MH, DLS and BSA algorithms for a 500-node random task graph. Eleven different target system topologies were selected representing various combinations of processors and communication links. These results are shown in Table 1 for 3 different values of CCR. For each value of CCR, there are 3 columns. The first column shows the ratios of the schedule lengths produced by the MH algorithm to those of the DLS algorithms, the second column shows the ratios of the schedule lengths produced by the BSA algorithm to those of the DLS algorithms, and the third column shows the ratios of the schedule lengths produced by the BSA algorithm to those of the MH algorithm.

Table 1: A relative comparison of the schedule lengths produced by MH, DLS and BSA algorithms for a 500-node random task graph on various topologies

<table>
<thead>
<tr>
<th>CCR = 0.1</th>
<th>CCR = 1.0</th>
<th>CCR = 10.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>2x2</td>
<td>1.00/0.95/0.94</td>
<td>0.92/0.89/0.90</td>
</tr>
<tr>
<td>4x4</td>
<td>0.98/0.86/0.83</td>
<td>1.02/0.76/0.70</td>
</tr>
</tbody>
</table>

Out of the 66 comparisons shown in this table, there were only 6 cases in which BSA performed worse than MH (these are indicated by the ratios greater than 1). No case of BSA performing worse than DLS was observed. The schedule lengths produced by BSA were about 60-70% of those of DLS in most cases. DLS was shown to be in general better than MH when CCR was low while MH performed better than DLS when CCR was high. The proposed BSA algorithm was better than both the MH and DLS algorithms in general when CCR was low and in particular when CCR was high.

Next, we considered relatively larger task graphs by varying the number of nodes from 200 to 2000 with increments of 200. Here, two topologies were chosen: a 2 by 2 mesh and a 4 by 4 mesh. The results provided in Table 2 are the ratios of schedule lengths by BSA to those of DLS, ratios of schedule lengths by PBSA to those of DLS, and ratios of schedule lengths by BSA to those of MH. As can be noticed from this table, there was no effect of task graph size on the relative performance of the three algorithms, and BSA is shown to be better than both the MH and DLS algorithms.

Table 2: A relative comparison of the schedule lengths produced by MH, DLS and BSA algorithms for random task graphs of various sizes on two topologies

<table>
<thead>
<tr>
<th>Graph Size</th>
<th>2x2 Mesh</th>
<th>4x4 Mesh</th>
</tr>
</thead>
<tbody>
<tr>
<td>MH/BSA/DSA</td>
<td>DLS M/DLS</td>
<td>MH/BSA/DSA</td>
</tr>
<tr>
<td>200</td>
<td>0.90/0.89/0.90</td>
<td>0.78/0.78/0.78</td>
</tr>
<tr>
<td>500</td>
<td>0.88/0.86/0.84</td>
<td>0.78/0.78/0.78</td>
</tr>
<tr>
<td>1000</td>
<td>0.86/0.84/0.82</td>
<td>0.78/0.78/0.78</td>
</tr>
</tbody>
</table>

For the same set of experiments, the running times of the DLS, MH and BSA algorithms are provided in Table 3. This table provides the exact times (in seconds) for running these serial algorithms on a single node of the iPSC/860 hypercube. As can be seen from this table, the running times of these algorithms approached thousands of seconds for large task graphs when the number of nodes was more than 800. The running times were also higher for 4 by 4 mesh as compared to those of 2 by 2 mesh. The results indicate that MH was about 30% faster than DLS, BSA was about 20% faster than DLS and roughly 40% slower than MH.

Table 3: Running times (in seconds) of MH, DLS and BSA algorithms for random task graphs of various sizes on two topologies

<table>
<thead>
<tr>
<th>Graph Size</th>
<th>MH M/DLS S/BSA</th>
<th>DLS M/DLS</th>
<th>BSA M/BSA</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>0.19/0.19/0.19</td>
<td>0.29/0.29/0.29</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>0.88/0.88/0.88</td>
<td>0.88/0.88/0.88</td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>1.02/1.02/1.02</td>
<td>1.02/1.02/1.02</td>
<td></td>
</tr>
</tbody>
</table>

Next, we examine the performance of the proposed parallel PBSA algorithm by making a comparison with the...
BSA algorithm. The results shown in Table 4 are the ratios of the schedule lengths produced by the PBSA algorithm to the schedule lengths produced by the BSA algorithm. This was done by running the PBSA algorithm on 2, 4, 8 and 16 processors on the iPSC/860 and taking ratios of the schedule lengths produced by it to those of BSA running on one processor. The slight deterioration in performance of PBSA is primarily due to the simple procedure of merging the partial schedules. However, it can be noticed that, in more than half of the cases, the schedule lengths produced by PBSA were within 10% of those produced by BSA. The topology of the target architecture did not seem to have any bearing on this observation.

The performance of PBSA was also compared with MH and DLS, for which the results are not provided here due to lack of space. There was no single case in which PBSA performed worse than either MH or DLS. Using smaller number of PPEs, the schedule lengths generated by PBSA were roughly 90% of those produced by MH and about 80% of those produced by DLS. Using a larger number of PPEs, the schedule lengths produced by PBSA slightly increased due to some inaccuracy in the global information exchange.

The speedup in the running times of PBSA over BSA using 2, 4, 8 and 16 processors with various sizes of task graphs are plotted in Figure 1, when target topologies were 2 by 2 mesh and 4 by 4 mesh, respectively. Note that these speedups were obtained by comparing the running times of parallel PBSA with the serial BSA and not comparing parallel PBSA with serial BSA (by running it on one processor). The plots indicate that the parallel PBSA on 2 processors was about 6 to 10 times faster than the serial BSA. By using more PPEs, the speedup increased almost linearly. With 16 PPEs, the speedup was sometimes more than 50. Due to the availability of only 16-node hypercube, we could test our algorithm on at most 16 PPEs. But we expect the speedup to further increase on 32 and 64 PPEs.

4 Conclusions

We presented a scheduling approach that drastically reduces the running time of the algorithm through parallelization. Comparisons with two related algorithms indicated that our proposed serial and parallel algorithms perform better under a wide range of parameters. We have observed substantial speedup when the parallel algorithm is implemented on the iPSC/860 hypercube. Some degradation in the performance of PBSA as compared to the serial BSA is due to the estimation of the start times of tasks assigned to other PPEs. Further improvement may be possible by dealing with this problem through better information exchange.
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