Replicating the Contents of a WWW Multimedia
Repository to Minimize Download Time

Thanasis Loukopoulos and Ishfag Ahmad

Department of Computer Science
The Hong Kong University of Science and Technology, Hong Kong

Abstract a client requests a web page, the HTTP request is received
Dynamic replication algorithms aim at allocating, by its local server which responds with the HTML
migrating and deleting copies of an object over variousdocument. The client’s browser parses the document and
Internet hosts, according to the access patterns exhibited orew requests are made using the URLs of the objects
line, so as to improve object proximity for the end-users andtontained in the page. These URLs may refer either to MOs
or load-balance the servers. Most of the existing algorithmsstored in the local site or in the repository. Clearly, storing
try to disseminate the objects of an entire Internet Servicdocally all MOs needed by the web pages can be infeasible
Provider (ISP), without taking into account the needs anddue to storage capacity constraints. Caching of multimedia
characteristics of specific web sites with large commercialmaterial contained in the most popular webpages seems a
value. In this paper we tackle the replication problem in anmore promising solution but has its own shortcomings.
Internet environment, inspired by the need of news agencies To understand why the current caching schemes are not
and other information providers to include in their pages able to efficiently tackle with a central multimedia
multimedia content without incurring high access delays.repository environment, we should note that these policies
We consider an environment that consists of a centratonsider the case of a central site whose pages are heavily
multimedia repository and various physically dispersedaccessed and try to minimize the network traffic and the
sites. We propose a cost model to formalize the replicatiomtatency experienced by users, by keeping the most popular
of multimedia objects located at the repository which canset of pages as close to the clients as possible. Initial HTTP
result in decreasing the download time. Taking into accountequests addressed to the central site are redirected towards
implementation issues, such as the storage and processirgrvers with better proximity to the clients. Regardless of the
capacity constraints, the proposed replication policy ispart of the network where it occurs, see related work section,
evaluated and compared with alternatives including an idealany redirection strategy accounts for additional latency.
LRU caching scheme. Qualitative comparisons with theSince in our case clients send their requests for HTML
other replication schemes are reported as well. documents to the local servers and not to the central site, the
1 Introduction above latency can bg a\{oided. N
. . . . In contrast, replication policies do not suffer from
During page creation users can refer to distant sitegegirection latencies while improving  client-pages
holding large multimedia objects (MOs), without proximity. Dynamic replication algorithms  recently
necessarily copying them locally. When a client accessegg:posed by the research community (see related work
such a page, separate HTTP requests are issued towards §&tjon), focus on either minimizing network traffic, or load-
distant servers in order to download the MOs. Intuitively, wepajancing the web servers. Our approach differs from the
can exploit this ability of concurrent downloads in order to: gpoye by targeting at minimizing the average response time
i) save storage space by not copying all MOs locally, i) ysers perceive. To do this, we exploit the fact that a user
achieve load balancing among the servers, iii) decrease thgoyid experience faster response time if one part of the
retrieval time. In this paper we propose an organizationappiects was downloaded from the local server, while another
scheme for a company running sites across the world whegne from the repository, in parallel. To our best knowledge
significant portion of multimedia data is shared among themys technique is not yet adequately addressed in the relevant
Shared MOs are stored in a central repository. Web pagqgerature of caching/replication over the Internet.
containing objects from the repository are parsed locally an Upon creation or update of an HTML file in a local web

the MOs referenced by them are split into two sets, one to bgite, the server parses the document and retrieves the URLs

downloaded hfrom the local _se_rverh and one from th‘Tof multimedia content. Based on statistics collected, such as
repository. The target is to minimize the maximum retrieva age access frequency, each local server decides for his web
time of these two parallel downloads with respect to theP : ’ .
servers storage and processing capacity limitations pages which MOs should be downloaded locally and which

: . o .__ones from the central repository. The above information is
The rest of the paper is organized as follows: in Sectionc|yded in a reference database together with the position of
2 we present the system model in more details, Section ge URLs in the HTML document. Upon the arrival of a
formalizes the problem of minimizing the response timerequest for an HTML document to a local server, the local
exhibited by a client as a constraint optimization one, whileseryer queries the reference database and replaces on the fly
Section 4 presents the replication algorithms. Section $ne remote URLs with the local ones. This is necessary to
describes our experimental studies and Section 6 discussggoid having a client requesting from the repository an MO
the related work. Section 7 concludes the paper with gnat should be downloaded from the local server. Assuming
summary and future extensions of this research. a fast indexing scheme for the reference database, the
2 System Model computational latency occurred due to querying and

hanging URLs on the fly is minimal compared to the

We consider an environment that consists of one centraﬁetwork latency due to request redirection from the
multimedia repository located at the Compa”y'sgepository to the local site.

headquarters and worldwide dispersed sites (local sites
hosting pages from the company’s local departments. When
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3 The Cost Model in the N(W;, M) requests. For each optional object
download,, a new TCP/IP connection needs to be
,_establishef| accounting for latency of eitheDvhd( )
S(download from the local server) @vhd R 9 (download
from the repository). Summing up the above remarks we end
up with the following equation:

Let S;...Ss be theslocal servers of the companig be
the server of the central repositony,...w,  the company
pages andMv,...M, the multimedia objects. Ug{...H,
denote the HTML documents, wherg  isrelatedtp . In
case a page includes more than one HTML document, wi .
treat the HTML parts of the page as one composite HTML  Timegrw, M) = (W, M) S {U’,[X, (Ovhd( S) + B(S)Siz4 M)) +
file. Let f(W,) be the access frequency wf;  during peak ! M 2 10 PR Y
hours, measured in requests/sec. A page can explicitly , .
require the download of a multimedia object (compulsory +(1-X)(OVhdR 9 +B(R S)Sizd M)} (6)

MO) or include a link to it. It is up to the client to decide gy taking into account the capacity of the servers as well
whether to request any optional objects, (€.g., @ music paggs the storage space available, we can now state the problem
with links to wav files). of minimizing the total response time users experience, as a
~ LetUbeannxm (0,1) matrix such that, =1 ¥,  two objective constrained optimization one:

is compulsory fow; andOotherwis®!  isawm —matriXx  Assign 0, 1 values at matri  so as to minimize:

such that U;,  denotes the probability that having n n

downloadedw; , will afterwards issue a request for the D, = y f(W)Timg(W) O D,= 3 F(W)Time(W,M) (7)
optional objechk ,in case&J;, =1 (compulsory object), i=1 i=1

Uy = 0.Aisansxn (0,1) matrix, such tha; =1 iffv, subject to the following main constraints:

ishosted a5 and 0 otherwise (page allocation matrix). We , g m moo 0

assume that a web page is allocated to exactly one server ang A; f(W))@+ 5 Xj + f(W;, M) ¥ Uy X,0<C(S) O(lsiss) (8)

if multiple copies of it exist we treat each copy as a different i=1 0= k=1 =

page. We defineX to be annxm (0,1) matrix such that n

X; = 1iff Uy =1and oncew; isrequested), should Y f(w)
bé downloaded from the local servet.  is an extension of i=1
matrix X where an elemenk;, is 1ifK, =1 oM, is n m g , q
optional for w, and if requested (with probability > AjSizd H)+ 5 [Sizg M)|OW; with (A; =1) O(X, =1)[s

Uj, 0(0, 1)), it should be downloaded locally. Clearly in ~ i=? k=10 .

():A\asexlik =1 M, mustbe stored attBe  server for which <Sizg § O(l<iss) (10)

Let B(S) be the average data transfer rate at which a . Ed. 10 represents the storage capacity constraint for each
request taS , is satisfied during peak hours &i&, S) thesite, while Eqg. 8 and 9 the processing capacity constraint for
rate at which requests from the clients in the regiogof ardhe local sites and the repository respectively. By assigning
satisfied by the repository. Let(S) G(R) , denote the 91, a, positive weights to the target functions in Eq. 7 we
processing capacities of ard, measured in HTTP can restate the problem as a single target function
requests/sec. We also refer to the storage capacigy of nstrained optimization one. Hence, we refer to the
usingSizg § . We use the same function, to denote the siz&omposite weighted target function By We claim without
of H; andM, , all measured in bytes. Finally, we denote byprowdlng detailed proof that the relevant decision problem
ovhd $) and Ovhd R § the average values of the two IS NP-complete (proof be reduction to the (0,1) Knapsack
latencies, clients o experience when sending an HTTRroblem). We should note here that the above weight
request toS andR respectively. Without going in many assignment has well defined natural meaning, since the
details these latencies are the summations of setting up 'gtrieval time for a web page is more important than the time
TCP/IP connection plus the time spentfy  and R in ordeifor downloading optional objects.
to process an HTTP request. We are now able to define the We assumed that local servers download objects using a
time it takes for a web page retrieval as the sum of the initiaconstant average transfer rate. This assumption is closer to
latency and the actual transfer time for both the objectgeality if the available bandwidth at the server’s side acts as
requested locally and from the repository. e $ W) a bottleneck during peak hours. On the other hand, if the
and Timg( R W) denote the time required to transfer thebottleneck is at another part of the network, e.g., clients
contents ofw; stored a§  arid respectively. By using using an 28.8 KBps modem, then the above assumption may
persistent connections [22] HTTP requests are pipelinedot hold true. For this reason at the experimental evaluation
over the same TCP/IP connection thus resulting to thesection the transfer rates at which requests are serviced, vary

m

m ' 0
Y Up(@-=-Xj)+ 5 Up(1-X)0<C(R)  (9)
=1 k=1 U

Lo0o

i]

following expressions: significantly from the estimations used when deciding about
) ) m ) replica creation and are distinct for each HTTP request.
Tim&($ Wj) = Ovhd($) + B(S)Sizd H) + 3 XB(H)Sizd M) (3) Another assumption made, is that the processing time for an
o k=1 HTTP request is constant. Since we assumed peak hours,
Time(R W) = OVhd(R 9+ 5 (1-X;)U ;B(R §)Size M) (4) i.e., almost fixed server utilization, the above approximation
K=1 is realistic. In general, the introduced model aims at

; ; ighlighting the efficiency of any replication policy that
b {a_lir:rc]?s\?)ctiasth?vreensggr;gﬁg\l,\rgg a user experiences, deno{%ﬂes into account the properties of Eq. 5 (i.e., concurrent
Y E 9 . o downloads) and provides a framework for constructing

Time( W) = max Tim¢ 5W;), Time(R W)} (5) algorithms that balance the downloading times, without

Having retrieved a page/. |, the user can request any querloading any site or violating storage constraints. In the
] 1

the optional objects referenced by it. Letw;, M) be the
average number of optional objects a user requests fromt. We consider the general case where users won't request all the
page W, over a time period of one second. We define optional MOs at the same time so already opened TCP connections

; : - may be timed out. For this reason we also did not consider potential
Time( W, M) to be the total response time a user experiences parallelism in downloading optional objects (Eq. 6).
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retrieval time. After deallocating one object, the retrieval

: time of these pages may increase and marking the above
4 The Algorithm MOs for local downloads can now reduce it. In such a case
4.1 Motivation we alter the object partitioning for these pages and iterate the

A centralized approach to solving the replication Process until the storage constraint is no longer violated.

problem using linear programming would be inefficient for ~ For the processing capacity constraint restoration we
a widely distributed system, since it incurs additional traffic follow the same guideline, i.e., we check which (page, local
for statistic collection and would also be computationallyMO) download pair would have the least decrease in
intensive. In our scheme, we let the local servers decid@erformance if performed from the repository and mark it
which MOs should be kept and downloaded by them, giveraccordingly. Again, we continue iterating until the constraint
the storage and processing capacity constraints. Thedeg met. If through this process an object is marked in all the
distributed decisions may result in overloading thepages as not to be downloaded locally, we deallocate it,
repository. In that case, an off-loading negotiationfurther reducing the storage space required. A formal
mechanism between the repository and the local serve@escription of the above algorithms is not included here due
takes place. The algorithm may be executed during off-peako _space limitations. We should note though, that the
hours and may be coupled with any of the dynamicdifference inD, which is our deallocation criterion, is
scheduling policies proposed in the www literature (seeamortized over the size of an object when we restore the
related work). The reason is that allocation decisions madstorage constraint and over the difference between the new
off-line using the past access patterns, may be inaccurate dueorkload and the required one, when we restore the
to the dynamic nature of the Web, e.g., breaking news.  processing capacity constraint. This is done in order to make

. our criterion more judicious over large and frequently
4'2E5cehsl(é)rc|:g?ggrver decides for each page which of thg1 coessed objects.

g . . Upon completion of the replication algorithm, eal

MOs to store locally. This is done by first sorting the MOs sendg a statL?s message to I?he reposifqory. This rﬁgssage
according to their size and then testing for each one '%/ontains its free storage spacBpacé 9 . the local

following section we present such a policy.

decreasing size order whether local downloading woul rocessing capacity lefe(S)  and an estimation for the
result in smaller response time than downloading it from th& oy joad that the current local assignment will impose to the
repository. If the local download is more beneficial, then a,, pository P(S,R) . Having collected all the status
copy of the object is kept and the expected response time gfiassages, the repository checks if its estimated workload
the web page is updated accordingly. A description of thep =y \yill exceed its processing capacit(R) . In such case
algorithm is given as follows: an off-loading algorithm allocates the excess workload back
PARTITION (W, ) to the local servers. Servers that have both free storage and
- MOanf = {My|(Uy =1} . processing capacity available, are considered first for
[*MOarr stores the compulsory objects\ef; */ allocating the extra workload. A description of the algorithm

Sort_by_Decreasing_Size (MOarr); : .
LocaIDownIoadNVj ]1=0vhd( S) + B(S)Siz¢ I-g) ; n pseudocode follows:
[*The time it takes for the local downloads. Initially, only the HTML OFF_LOADING_REPOSITORY()
document should be downloaded*/ Collect_Status_Messages();
RemoteDownIoade ]=Ovhd(R 9 ; P(R) =Y P(S.R);
[*The time it takes for the repository downloads. Initially, no objects are to WHILE (P(R) > C(R)) DO

be downloaded*/
WHILE MOarr# NULL DO
obj =Take Next Object from MOarr

/*Add the time to download the object in both the repository and the local
downloads*/

RemoteDownIoad[vj ]+8B(R §)Sizg ob] ;
LocaIDownIoadB/\lj ]1+=B(S)Sizg obj ;
IF(RemoteDownloacl[\/j ]<LocaIDownIoawj ]) THEN

/*Downloading the object from the repository is more beneficial. Restore
the time for local downloads. */

LocaIDownloadMlj 1-=B(S)Sizg obj ;

X =0;
ik ’
/*Xis the (0,1) allocation matrix as defined in the cost model (Sec. 3)*/
ELSE
RemoteDownload[\/j ]-B(R §)Sizg ob) ;
Xy =1

j
Delete_from_MOarr(obj);
Store theM,. ‘s that have at least one non-zero entry in X matrix.
Store all optional objects.

Storing all the outputed by the above algorithm objects

L, = {S|(Spacg §>0)0(P(S)>0)};
L, = {S|(Spac¢ § =0) O(P(S)>0)};
Ly ={§[(§ 0Ly O(SOLy};
IF ((L; = 0)O(L,=0)) THEN
BREAK; /*CONSTRAINT CAN NOT BE RESTORED*/
P(Ly) =3 {P(Q)(STLY};
P(Ly) = S{P(S)|(SOL} ;
IF (P(R) —C(R)) < P(L,)) THEN
0(s OLy)
NewReq § = P(S§)(P(R) -C(R)/P(Ly);
Send_Messag§ NewReq¢ § );
ELSE
0(§ OLy)
NewReq § = P(S);
Send_Messag§ NewReq § )
0(S OLy)
NewReq § = P(S)(P(R)-C(R)—P(Ly))/P(Ly);
Send_Messag§ NewReq § )
Collect_Answers();
P(R) = YP(S,R);
ENDWHILE

may not be feasible due to storage or processing capacity
constraints. We restore the storage capacity constraint by
using a greedy method, i.e., evaluating the negative impact
each MO deallocation causes in the target funciiband Upon receiving from the repository the extra workload to
removing the MO with the least negative effect. After eachbe added, everg  assige/;, M,)  more downloads to be
deallocation we check whether we can reduce the downloagerviced locally. The criterion to use, is the same as in the
time for pages previously marking the deallocated MO for arestoration of local processing capacity constraint, i.e., the
local download. This is performed by taking advantage of(w;, M,) local downloads that result to the minimum
the fact that some MOs although stored in the server may nahcrease of response time. We should note here that storing
be marked for a local download, since they may increase theptional objects will have a positive effect, if as expected

Send_Message(Off_Loading_END);
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B(R S)<B(S).Aslongass 0L, ,allobjectsthat are either their processing capacity to 150 HTTP requests/sec. The
stored already, or their storage would not result in capacitypase value of the two overhea@shd( $) andhd R 9
violation are considered, until the new workload was set to vary between 1.275 and 1.775 sec. for each local
requirement is achieved, or the storage capacity limit isserver and 1.975 - 2.475 sec. for the repository. These values
reached. Wherg 0L, we explore the fact that for somerepresent estimations with the average processing time for
(W;, M), even if M, is already stored in the local server it HTTP requests at the local servers and the repository being
is marked to be downloaded from the repository. If the200 msec, the processing time overhead of our algorithm
required workload level still can not be achieved, we checkvarying between 1 and 1.5 secs. and average RTTs (Round
if deallocating stored objects and allocating others carTrip Times) between clients and local servers/repository
increase the workload of the server to the required levelbeing set to 50/200 msec., respectively.

Finally, if § still can’'t serve all the additional requests, it Every arriving HTTP request is served using a fixed data
sends a message to the repository with the number it coulgiansfer rate which is defined for local servers from a

satisfy and the fact that it now belongsitg , i.e., not to beyniform distribution taking values between 3 Kbytes/sec.
considered in the algorithm. This can result in another phasgnd 10 Kbytes/sec. Requests arriving to the repository are
of exchanging messages. satisfied at a fixed transfer rate taking values from a uniform
5 Experimental Evaluation distribution with minimum 0.3 Kbytes/sec. and maximum 2
Kbytes/sec. Clients geographically belonging to the same
5.1 Workload local server, experience the same transfer rate at their
We performed our experiments using a syntheticconnections with the repository.
workload with the below summarized attributes: We generated 10,000 requests at each server. In order to
simulate real life situations where the actual transfer rates
Table 1: Parameters used in experiments. and initial overheads differ from the estimations used when
deciding about the object placement, 60% of the requests
Parameter Value were satisfied from the local servers at a transfer fate %
within the estimation used; 30% were satisfied at a rate
Eumier OI b\‘;c; 'PS'teS (LS)LS 1200_800 between 1/2 and 1/3rd of the initial estimation and the rest at
umber of VWeb Pages per _ a rate varying from 1/4th to 1/6th. The last 10% represents
Hot Pages (accounting for 60% of traffic) | 10% cases of network congestion. Since the repository’s average
Number of Compulsory MOs per Page 545 transfer rate is much lower compared to the local servers, we
Number of Optional MOs per Page (10% bf 10-85 decided to change it by onl20 % compared to the
pages have optional objects) estimations used when deciding about the allocati@d. %
Number of MOs in the Network 15,000 change was also used for the initial connection overheads of
Number of MOs in an LS 1,500-4,500 the repository. Finally, the overhead of a request to the local
Small HTML size (35% of pages) 1K-6K servers was varied by a -10% to a +50% factor. Overall, the
Medium HTML size (60% of pages) 6K-20K rational behind decreasing significantly the performance
Large HTML size (5% of pages) 20K-50K when downloading objects from the local servers, while
Small MO size (30% of MOs) Z0K-300K keeping the network parameters of the repository within a
Medium MO size (60% of MOs) 300K-800K good range of the initial estimations is to test our policy

when initial estimations lead to intensive replication, while
the actual network attributes would require a more
conservative approach.

Large MO size (10% of MOs) 800K-4M
Number of Optional MOs requested per pdge. 30% of the total links in the page
Probability that a user will request one or | 10%

more optional MOs. 5.2 Performance Evaluation

Processing Capacity of LS 150 HTTPreq./sec. We compared our policy with 3 different policies. The
Processing Capacity of Repository Infinite first is a “download all from the repository policy” (Remote
Overhead at LS 1.275 -1.775 sec. policy), the second is a “download all from the local servers”
Overhead at Repository 1.975-2.475 sec. (Local policy) and the third is an ideal LRU caching/
Number of Page Requests per Server 10,000 redirection scheme with O redirection overhead. Constraints

of Eg. 8, 9, 10 were not applied to both the Remote and the
Local policy, while the LRU policy was subjected to only
) o the constraint of Eq. 8.

A number of previous papers on characterizing the |y the first experiment, we relaxed the local site’s
workload of web servers [16], [23] report that a small Erocessing capacity constraint and varied the available

(ay, 0,) 2,1)

percentage of pages accounted for a disproportionally larggiorage. We measured the average response times exhibited
number of requests (hot pages). In our workload 10% oynder all policies and reported their relative values
pages account for 60% of the requests. For the simulation W€ompared to the results obtained by our policy when no
partitioned the HTML documents in small, medium and constraints were imposed. Figure 1 presents the average
large sizes. We also did the same with MOs. Large size MOgggyits for 20 runs. We only plotted the LRU and our policy
represent small video clips while medium and small sizesince only these are affected by the storage space of local
objects represent audio and gif images. Since optional MOsjtes. The remote policy resulted in 335% increased response
are viewed only when the client explicitly requests them, wéme while the Local policy in 23.8%. It is clear from the
introduced a 10% probability that a user would be interestegiyyre that our policy outperforms the alternative LRU, with
in viewing one or more of them. We also set the number o he performance differences being more significant when
optional MOs an interested user requests, to 30% of the totaloges storage space is available (the last tick-mark in the
optional objects referred in the page. o ~ plot). At that point LRU’s performance is comparable to the
Concerning the server and communication link|ocal policy and results in approximately 24% more retrieval
characteristics, we fixed the number of servers to 10 andéime compared to our policy, which is optimized since no
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Figure 1: Plot of respose time versus local ~ Figure 2: Plots of response time versus Figure 3: Plots of response time versus
storage capacity. local processing capacities. local processing capacities.

constraints are imposed. 100% storage with the synthetiare not geographically distributed. Authors in [5] propose a
workload used, would require 1,8 GB cache size on averaggolicy that propagates information about the replication
which is a reasonable demand. Another interpretation ofcheme in HTTP headers and thus, requires changes to both
Figure 1 is that our policy achieves the same response timgervers and clients. In the scheme proposed in [4] URLs
with the Local and LRU, using around 65% of the capacityrefer actually to Java applets that incorporate knowledge
the other strategies need (the performance of our policy witlabout the redirection procedure and the current replica set.
65% storage is almost the same as LRU with 100% and thélthough, this solution scales well and requires no changes
local one). As the available storage decreases response timtsclients, it incurs the additional overhead of downloading
from our algorithm and LRU are comparable but are stilland running the applet. In [6] and [7] the ISP's DNS server
much smaller compared to the Remote policy. returns the IPs of the servers holding the requested object.
Figure 2 shows how our policy performs when the Server selection is performed by the client's DNS resolver
processing power of local sites varies while the storagefter probing the candidate servers. The DNS infrastructure
capacity is 100%. The result is a double exponential curvels also used for redirection in [1], only that this time server
Response time towards the end of the curve is onlys€lection takes place in the site’'s DNS server. Various
marginally increased, since even with sites being able ténethods for selecting among replicated servers were
support only 60% of the arriving requests (the rest going txtensively discussed for example in [9] and [10], while
the repository), the more traffic consuming objects were stillscheduling algorithms varying from blind round-robin to
able to be downloaded locally. However, reducing themore sophisticated feedback methods, were developed by
processing capacity by less than 60% seems to have an evié€ research community [8]. Unfortunately, all DNS-based
increasing impact on response time, until the later becomei@direction methods possess the drawback that caching of

equal to the value of the remote policy (for 0% processingPNS responses can degrade their performance by either
capacity). making them to select a stale replica, [6], [7] or an

Figure 3 shows the performance of our policy whenOVverloaded server [1]. o _

central processing Capacities are fixed to 90%, 70% and The_need for an efficient redlre_ctlon mec_han_lsm has b_een
50%. With local processing capacities of 70% and morefecognized by the WWW Consortium resulting in proposing
even in the case when the repository can only serve 50% dhe HTTP_DRP (Distribution and Replication Protocol)
the requests, the response time of our policy is acceptabld1]. Among others, it introduces new functionalities with
(around 40% more than the unconstrained one). On the oth#hich a server is able to redirect a client elsewhere.
hand, when local capacities drop to 50%-60%, even in th&lTTP_DRP can achieve per object replication, while in
less demanding case of 90% central capacity, the rise ifnost of the above strategies the whole site contents should
response time is significant. This, in terms, means that locaP€ kept by each server. The overhead though of an additional
processing Capacities affect the performance of ouHTTP request can not be neglec_ted. DIStrIbUted_DlreCtOf by
algorithm more than the repository’s processing power.  CISCO [1] and JetStream by WindDance [12] implement

Even though we set zero redirection overhead for Lrusimilar functionalities. Overall, the redirection schemes
and Local policies, the gains from the proposed policy werd€Scribed, account for at least the additional latency of
orming an initial network connection before connecting to

tantial (outperformin th policies in most .Th < ) :
substantial (outperfo g both policies ost cases) e required server. Obviously, most strategies cause much

proposed policy performed well in all three experiments g
even when the network attributes (latency, transfer ratef'°'€ ?verheaﬁl than the ¢ %s]tablls_hmtlant of one TCP
significantly vary from the estimations” used during SONNection, whileé some O them Involve coarse grain

allocation decisions replication and thus, are inappropriate for our purpose. In
' . our policy redirection is performed at the server’s side when
6 Related Work and Comparison sending  the HTML document and includes only

There are two issues in replication of Web content. ThecOmPputational latency. Moreover, this latency is amortized
first is deciding what to replicate where, also called the fileQVer ll the objects needed to be downloaded locally, while

allocation problem. The second is the design of thethe other schemes need to redirect each HTTP GET request

redirection method that allows a request to be satisfied by S€Parately. _
server other than the one originally addressed to. Various The approaches of [13], [14] and [15] focus on dynamic
redirection schemes were proposed in the relevant literaturéeplication. In [13] the authors propose an algorithm called
some of which being also available as commercial productdADR that changes the replication scheme of an object in
IBM’s Network Dispatcher [3] and CISCO's Local Director Order to minimize the network traffic due to reads and
[2] map the domain name of the Web site to the IP of aupdates. To do so they impose a logical tree structure for the
multiplexing router that is placed in front of a server farm. hetwork, which in practice, would require separate TCP
Both schemes are better applied when the servers of the farf®nnections for each node pair, accounting for significant
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overhead. The algorithm proposed in [14] load balances the = www.cisco.com/warp/public/cc/cisco/mkt/scale/locald/tech/
workload among replicas. It burdens, however, routers with ~ scale_wp.htm

keeping track of the replicas. Authors in [15] propose a[3] NetDispatcher: A TCP Connection Router. White paper at
general scheme that creates, migrates and deletes replicas so ftp:/ftp.software.ibom.com/software/network/dispatcher/

as to improve the client's proximity to them without whitepapers/research_tr.pdf.

overloading any of the servers. The use of threshold value] ghggsfgkﬁ\gf\,"g- %Ei%i&%?gmaig’ tf«-,?éa;f;g?;b L- Aenrd%r:gp
though, makes the performance of the scheme dependent ¢ - -uller, “Jsing sSn ients to bui services’,
upon their chosen values. In addition to this, it requires a Tgé?g,z Ar&nqal EeAchnlczilogolT?rence, USENDen. 6-10,
rather high amount of messages to be exchanged betwefsri » Ananeim, LA, pp. 105-117.

hosts, when replica creation/migration is needed. M. Baentsch, L. Baum, G. Molter, S. Rothkugel and P. Sturm,
Enhancing the web infrastructure - from caching to

The above approaches are not so suitable for a central repjication”,IEEE Internet Computingpp. 18-27, Mar-Apr
multimedia repository environment because their scope is 1997,
too broad and dynamic, targeting the entire set of objectgs] M. Beck and T. Moore, "The Internet-2 distributed storage
moving inside an ISP. Their performance is highly infrastructure project: An architecture for internet content
dependent on the time period of algorithm execution. A channels."in 3rd Int. WWW Caching Workshpllanchester,
small time period can result in creating replicas at one time UK, June 1998.
slot only to delete them in the next one, while a large in[7] S. Bhattacharjee, M. Ammar, E. Zegura, V. Shah and Z. Fei,
changing the replication scheme too slowly to make the  "Application-layer anycasting.fn INFOCOM 1997
algorithms truly adaptive. These trade-offs and desigrg] 9. M. Colajanni, Ph. S. Yu and D. M. Dias, "Scheduling
problems seem unavoidable when dynamic replication is  Algorithms for Distributed Web Serversit Proc. 17th IEEE
needed. In our system, static replication seems a better International Conf. On Distributed Computing Syatesy
choice (see [21] for a discussion on the use of static vs. 1997.
dynamic replication). Clients can access an MO either froni9] R. Carter and M. Crovella, "Server selection using dynamic
the repository or from a local server. This reduces the  Path characterization in Wide-Area Networksh IEEE
difficulty of deciding where and how many replicas should INFOCOM 1997 )
be created, while central control can be maintained if10] M. Sayal, Y. Breitbart, P. Scheuermann and R. Vingralek,
needed. Prepartitioning of objects so as to maximize the >election algorithms ffor replicated web servergVbrkshop
benefits of concurrent downloads is another important _ ©n Intermet Server Performancéune 1998. .
aspect of our work. In the experimental section we show that!1l "The HTTP D',Str';'bu_t/'/o” and Repl;can/on Protgcol » WWW
this policy outperforms both the download-all-locally and an__ Sonsortium, at: http://www.w3.org/TR/NOTE-drp. _
LRU network caching scheme even when the availabld12] WindDance Networks ~Corp. *"JetStream® at http:/

bandwidth varied significantly from the estimation used . WWw-winddancenet.com/jetstream/index.ntml.
when running the gaIIocatio)rll algorithm. The idea of [13] O. Wolfson, S. Jajodia and Y. Huang, "An Adaptive Data

analyzing the page structure is also used in the HTTP_DRP E?T%)Igcsestl\(/)gl.AZI%(()E)th\m"HQCig/Ig;' r%gf'zgg_aafbase Systems

[11] protocol. The target there though, is to create an inde : " .

file for each page and assign a Uniform Resource Identifier] é.aIaHnec%C(Ijaylgul’cl‘;dDiss.tril\tl)llljrt((je%d,C;/Xﬁikl)ﬂvgva\cl)?. ,_%? bgll%”';ﬂgg
(URI) to every object of the page, in order to download only  pocyments.”,in Proc. 17th Intl Conf. On Distributed
the objects that have changed during page refreshment. Computing Systems

For the file allocation problem, substantial work has[i5] M. Rabinovich, I. Rabinovich, R. Rajaraman and A.
been done in the past. A thorough survey can be found in ~ Aggarwal, "A dynamic object replication and migration
[17]. Inthe database field, file allocation was studied in [19]. protocol for an Internet hosting servic¢d EEE Int. Conf. on
The problem was studied for the case of a multimedia  Distributed Computing Systemblay 1999.
database [20]. A distributed policy was proposed to solve th¢l6] M.F. Arlitt and C.L. Williamson, “Internet Web Servers:
problem [18]. Most works in this context assume decisions  Workload Characterization and Performance implications”,
to be taken Centra”y [19]’ [20]’ focus on mode”ing the IEEE/ACM Trans. on NetWOl'klr,\glOl.s, No. 5, PP. 631-645,
problem as a linear programming one [17], or lack details on Oct. 1997. _
how to implement the proposed algorithms over the Internet!7] L.W. Dowdy and D.V. Foster, “Comparative Models of the
[18]. Our work benefits from the above results in buildinga ~ File Assignment problem’, ACM  Computing Surveys

file a”ocation_"ke cost model, -bUt also proposes a[18] \éok:\t\f(e(rztzhgﬁnslsgrztél and A. Fiat, “Optimally-Competitive
decentralized replication algorithm that considers Distributed File allocation”. 25th  Annual ACM STOC

L@(;Jilrteergt(iagganon details on where and how to perform Victoria, B.C., Canada, 1993, pp. 164-173.
T [19] P.M.G. Apers, “Data Allocation in Distributed Database
7 Conclusions Systems,”ACM Trans. Database Systeni8(3), Sep. 1988,

. L . . pp. 263-304.
hm this paper we hPTODOS_Jle%_IQ re]pllcatlon/redIr’ectlorgzo] Y.K. Kwok, K. Karlapalem, I. Ahmad and N.M. Pun, “Design
scheme 1o increase the availability of a company’'s we and Evaluation of Data Allocation Algorithms for Distributed
pages, when they include heavy multimedia objects. Under  patapase Systems’JEEE Journal on Sel. areas in
a wide range of the network attributes, such as the latency  Commun.(Special Issue on Distributed Multimedia Systems)

and transfer rate, our policy outperformed in most cases an  Vol. 14, No. 7, pp. 1332-1348, Sept. 1996.

ideal LRU caching scheme. [21] M. Rabinovich, “Issues in Web Content Replicatioin’ Data
Engineering Bulletinlnvited Paper, Vol.21 No.4, Dec. 1998.
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