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Abstract. With the scalability and flexibility of the MPEG-4 and the emergence of the broadband wireless network, wireless multimedia
services are foreseen to become deployed in the near future. Transporting MPEG-4 video over the broadband wireless network is expected to
be an important component of many emerging multimedia applications. One of the critical issues for multimedia applications is to ensure that
the quality-of-service (QoS) requirement to be maintained at an acceptable level. This is further challenged in that such a service guarantee
must be achieved under unreliable and time-varying wireless channels. In this paper we study the link level performance of MPEG-4 video
transmission over the uplink of an unreliable wireless channel. We introduce the discrete time batch Markovian arrival process (DBMAP)
with two types of arrivals to model the MPEG-4 video source, which takes into account the inherent nature of the adaptiveness of the
video traffic. We prove that in a hidden Markov modeled (HMM) wireless channel with probabilistic transmission, the service time for an
arbitrary radio link control (RLC) burst follows phase type (PH-type) distribution. We show that the link level performance of a wireless
video transmission system can be modeled by a DBMAP/PH/1 priority queue, and present computation algorithm and numerical results
for the queueing model. Extensive simulations are carried out on the queueing behavior of the video transmission buffer, as well as on the
packet level error behavior of the video data. The results demonstrate that video quality can be substantially improved by preserving the
high priority video data during the transmission.
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1. Introduction

We have recently witnessed a phenomenal growth in the de-
velopment and deployment of wireless services, evident from
the proliferation of cellular data services and the emerging
wireless multimedia applications. Various issues such as ser-
vice priority, call admission control, retransmission scheme,
flow control are now being examined for the next generation
wireless cellular networks. With the scalability and flexibil-
ity of the MPEG-4 and the emergence of the broadband wire-
less network, wireless multimedia services are foreseen to be-
come deployed in the near future [28]. Transporting MPEG-4
video over the broadband wireless network is expected to be
an important component of many emerging multimedia appli-
cations. How to ensure the quality-of-service (QoS) of video
based applications to be maintained at an acceptable level be-
comes a critical issue. This is further challenged by the inher-
ent nature of wireless networks, in that this service guarantee
must be achieved an under unreliable and time-varying chan-
nel condition.

There are two important issues that need to be dealt with
for video transmission over the wireless network: (1) link un-
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reliability, as wireless channels typically are much noisy and
have both small-scale (multipath) and large-scale (shadow-
ing) fading [25,27], which can cause considerable degrada-
tion of the video quality; (2) real-time video has stringent de-
lay requirement, which means if the video packets arrive late,
the video can not be played out smoothly [28]. MPEG-4 since
its standardization is poised to become the enabling technol-
ogy for multimedia applications [16]. With the flexibility and
efficiency provided by a new form of visual data encoding
called Visual Object (VO), it is expected that MPEG-4 will
be capable of supporting both interactive content-based video
services and conventional streaming video [29]. We are in-
terested in system level performance modeling for MPEG-4
video transmission over the wireless networks. Specifically,
in this paper we present a queueing model to study the video
transmission over the uplink of an unreliable wireless chan-
nel. The objective is to examine queueing behavior at the
sender side by taking into consideration the unique charac-
teristics of the wireless channel and the QoS requirement of
the video applications, namely the unreliable transmission
and delay constrains. We introduce the discrete time batch
Markovian arrival process (DBMAP) with two types of ar-
rivals to model the MPEG-4 video source, which takes into
account the inherent nature of the adaptiveness of the video
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traffic; we prove that in a hidden Markov modeled (HMM)
wireless channel with probabilistic transmission, the service
time for an arbitrary radio link control (RLC) burst follows
discrete time phase type (PH-type) distribution; we show that
the link level performance of a wireless video transmission
system can be modeled by a DBMAP/PH/1 priority queue,
and present computation algorithm and numerical results for
the queueing model. Extensive simulations are carried out
on the queueing behavior of the video transmission buffer, as
well as on the packet level error behavior of the video data.
The results demonstrate that the video quality can be substan-
tially improved by preserving the high priority video data dur-
ing the transmission.

The rest of the paper is organized as follows. In section 2
we present the DBMAP based source model for MPEG-4
video traffic. In section 3 we introduce the HMM based prob-
abilistic transmission model for the wireless channel, and de-
rive the PH-type service model. In section 4 we introduce
the matrix analytical solution to the DBMAP/PH/1 priority
queue. Simulation and numerical results are reported in sec-
tion 5. Section 6 concludes the paper with discussions on
possible avenues for further research.

2. Video traffic model

It has been recognized that a compressed video stream often
has a high peak-to-mean ratio. Further, video traffic is highly
correlated in nature, and the correlation is present over large
time scales. This distinguished feature is called the long range
dependence (LRD) property [2]. The LRD feature has a neg-
ative impact on the network performance, which can lead to
challenge in network traffic engineering. To model the LRD
property of the video traffic, self-similar based models were
developed in [5,12]. Studies in [10] showed that although
the LRD property of video traffic may have a strong negative
impact on the network performance, the effects are signifi-
cant only if the LRD causes the busy period of the network
channel to be long enough such that the long lag traffic can
accumulate and come into play. Real-time VBR video often
has stringent QoS requirements on delay and loss, therefore,
sufficient network bandwidth must be allocated for the video
traffic and the buffer size need to be limited. Thus the traffic
intensity and the busy period can not be very high. In such sit-
uation, the short range dependence property of video data is
more important to predict the network performance. Studies
in [17] revealed that the dominant correlation factors for het-
erogeneous traffic can be captured by the low frequency band
of the input spectral function in the frequency domain; and
that correlated data traffic can be modeled by Markov mod-
ulated Poisson process. This means that for real-time VBR
video, traditional Markov based models can still be valuable.
In the literature there are other types of source models for
video traffic, such as transform expand sample (TES) based
and auto-regressive (AR) based processes. A survey of sta-
tistical video source models can be found in [13]. However,
we are especially interested in Markov based video models,

since in many conditions they can be accurate enough to pre-
dict the network performance [14], and the involved queueing
analysis is solvable.

Due to the versatility of the Markovian arrival process
(MAP) [20], it had been widely applied in modeling multime-
dia data traffic [4]. In recent time, MAP was used to model
the aggregated Internet traffic [15]. MPEG-4 video is defined
in the form of multiple video objects (VOs), which can be
independently encoded, multiplexed and transmitted. This
provides the potential for content-based interactivity, and also
results in high efficient encoding, which makes it particularly
appealing in running over low-bit rate wireless networks. Fur-
ther, the contents of modern video like MPEG-4 are usually
encoded in more than one layers, or in more than one types
of video frames (e.g., I-frame, P-frame, or B-frame), with dif-
ferent significance in affecting the final decoded video qual-
ity. Hence, there is a need to model a single traffic source
with multiple types of data arrivals. The MAP with marked
transitions [9] can be extremely useful for this purpose, since
the underlying Markov chain can be defined in a way that dif-
ferent type of state transitions correspond to different types
of data arrivals. This naturally leads to the representation of
MPEG-4 video traffic by using an MAP with multiple types
of state transitions. In this paper, for simplicity, we consider
video source with two traffic classes only. The model, how-
ever, is generally applicable to any hierarchically encoded
video streams.

2.1. DBMAP with two types of arrivals

In this section we introduce the discrete time batch Markov
arrival process (DBMAP) with marked transitions, which is
a natural extension of the original DBMAP [4] and is called
the marked DBMAP process hereafter. We consider an n-
state DBMAP with two types of arrivals, from the class-1 and
class-2 traffic, respectively. In real applications, the maxi-
mum batch size of a stochastic arrival process is usually lim-
ited. Let the maximum batch size for class-1 traffic arrival
to be b1, and the maximum batch size for class-2 traffic ar-
rival to be b2. The corresponding parameter matrices for the
marked DBMAP are given by {D00,D01, . . . ,Db1b2}, each
Di1i2 is an n × n matrix. Suppose that at time t , t � 0, the
underlying Markov chain of the arrival process is in state j ,
1 � j � n. Then at time epoch t + 1, with conditional prob-
ability Di1i2(j, j

′)1, where 0 � i1 � b1 and 0 � i2 � b2,
the arrival process transits to state j ′, 1 � j ′ � n, which is
triggered by an arrival from the class-1 traffic with batch size
of i1, and an arrival from the class-2 traffic with batch size of
i2, simultaneously. Note that i1 and i2 might be 0, in which
case the process transits without any traffic arrival.

Let the transition probability matrix of the underlying
Markov chain for the arrival process to be D (also an n × n

1 We use the notation Di1i2 (j, j
′) to represent an element in the matrix

Di1i2 .
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matrix), then we have D = ∑b1
i1=0

∑b2
i2=0 Di1i2 , i.e., an ele-

ment D(j, j ′) in the matrix D is given by

D(j, j ′) =
b1∑

i1=0

b2∑
i2=0

Di1i2(j, j
′).

Now let us focus on the arrival process in a state j , it can have
arbitrary number of arrivals from the two traffic classes, and
results a transition to another state j ′. This is given by the
conditional probability Di1i2(j, j

′), therefore we have

b1∑
i1=1

b2∑
i2=1

n∑
j ′=1

Di1i2(j, j
′) = 1.

Thus Di1i2 can be understood as the transition probability
matrix for a simultaneous batch arrival from the two traffic
classes, with batch size of i1 and i2, respectively. In other
words, when the arrival process is in the state j , the next
arrival is determined by this probability Di1i2(j, j

′). More
precisely, this should be the conditional probabilities for the
arrivals from each of the two traffic classes, with batch size of
i1 and i2, and with state transition from j to j ′. There are total
n(1 + b1)(1 + b2) such probabilities. Notice that the above
essentially implies De = e, in which e is an all 1 column
vector2.

We assume the arrival process is in stationary state and the
initial probability vector is given by α = [α1, α2, . . . , αn],
which satisfies αe = 1 and α = αD. Therefore, we can
derive the average arrival rate for each traffic class, λ1 and λ2.
The arrival rate of class-1 traffic λ1 is given by

λ1 = α

(
b1∑

i1=0

b2∑
i2=0

i1Di1i2

)
e,

and the class-2 arrival rate λ2 is given by

λ2 = α

(
b1∑

i1=0

b2∑
i2=0

i2Di1i2

)
e,

total traffic arrival rate is

λ = λ1 + λ2.

2.2. MPEG-4 video source model

The basic transmission unit for the next generation wireless
networks is defined by a time slot. During each time slot,
a specific size of data block, depending on channel coding
method, can be transmitted. This unit of data block is re-
ferred as radio link control (RLC) burst3. High layer data such
as video packets are usually first segmented into RLC bursts.
These RLC bursts are then fed into the wireless transmission
buffer waiting for transmission. As a result, the arrival of

2 We let e denote a column vector with all elements being 1’s.
3 In cdma2000 network, link layer data burst is referred as radio link protocol

(RLP) burst.

one video packet corresponds to a batch arrival of RLC data
bursts.

We assume the video traffic can be modeled by a Markov
modulated process with correlated batch arrivals. The under-
lying Markov chain of the arrival process can be constructed
in a number of ways, for example, by scene segmentation
technique [14], by frequency domain data analysis [18], or by
considering the group of picture (GOP) pattern of the video
sequence [3,19]. We consider video traffic with two classes of
arrivals, e.g., class-1 can represent critical data like I-frame or
base layer traffic, and class-2 can represent less-critical data
like P-frame or enhancement layer traffic. Previous studies on
video traffic have shown that the video frame size probability
density function (pdf) can be fitted to log-normal distribution
or Gamma distribution [8,11,24]. We assume that the class-1
video frame size pdf is given by f1(x), and the class-2 video
frame size pdf is given by f2(y). Further, we assume that the
transition probability matrix for the underlying Markov chain
of the video arrival process is given by D = D0 + D1 + D2,
in which D0 corresponds to state transitions of the Markov
chain without data arrival, D1 corresponds to state transitions
with arrival of a class-1 video frame, and D2 corresponds to
state transitions with arrival of a class-2 video frame. Let b be
the size of the RLC data burst. Then the video traffic can be
modeled by a marked DBMAP process defined in section 2.1,
with the following parameters:

D00 = D0,

Di10 = D1

∫ i1b

(i1−1)b
f1(x) dx, i1 > 0, (1)

D0i2 = D2

∫ i2b

(i2−1)b
f2(y) dy, i2 > 0.

We next show how MPEG-4 video can be modeled as a
marked DBMAP process. A MPEG-4 test sequence Akiyo is
considered. The video test sequence is encoded with fixed
quantizer equals 31, with frame rate at 30 fps. The GOP
pattern repeats with 1 I-frame followed by a sequence of
14 P-frames. The picture size is 176 × 144 in pixel and the
video source bit rate approximately equals to 16 kbps. The
test sequence is featured with small picture size and slow mo-
tion, which is a common feature for video phone applications
like wireless/mobile video. The frame size statistics of the
overall video sequence follows a periodic pattern as shown
in figure 1. Showing in figure 2 are the frame size distribu-
tions, which reveals that the I-frame size nearly follows nor-
mal distribution with the following pdf:

fi(x) = 1√
2πσ

e−(x−µ)2/(2σ 2), σ = 51.75, µ = 4535.60,

with a mean value of nearly 4535 in terms of bits; and the P-
frame size nearly follows a log-normal distribution with pdf

fp(x)= 1√
2πσx

e−(lnx−µ)2/(2σ 2),

σ = 0.2757, µ = 5.4722,
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(a) (b)

Figure 1. (a) All frame sequence; (b) P-frame sequence.

(a) (b)

Figure 2. (a) I-frame size distribution; (b) P-frame size distribution.

with mean of about 238 bits. Similar observation on frame
size pdf had been reported in [8]. Since the maximum size of
the video frames is less than 5 K bits, we assume the network
layer packetizes each video frame into a single packet, and we
ignore all the packet header.

Low bit rate video traffic and the periodicity property
of the GOP pattern can be modeled by Markov modulated
process [3]. In 3G wireless networks, the duration of a time
slot is in scale of micro-seconds. If the time slot duration is
0.625 ms, a GOP can span as far as 853 time slots, given that
the video frame rate is 30 fps. This requires nearly 1600 states
in the Markov chains in order to precisely model the periodic-
ity property. Such a large state space is computationally chal-
lenging. For simplicity, we consider a 2-state Markov chain to
model the arrival process. Assume an I-frame is always fol-
lowed by a sequence of P-frames; furthermore, the P-frame
sequence is terminated by an I-frame with probability a; and
once an I-frame appears, the process would repeat itself. Thus
the video arrival process has 2 states, I-state (state 0) and
P-state (state 1). In state 0, only P-frame can arrive; in state 1,
a consecutive P-frame can arrive with probability 1 − a, and
a refreshing I-frame can arrive with probability a. Thus the
transition probability matrix of the arrival process is

D =
[

0 1
a 1 − a

]
.

Given the above transition probability matrix D, the video
frame rate f , the time slot duration t , the I-frame and P-frame
ratio r in the GOP pattern, the average channel data rate d ,
and the frame size distribution functions Fi(x) = ∫ x

0 fi(s) ds
and Fp(x) = ∫ x

0 fp(s) ds, Di1i2 can be derived as follows:

Di10 = f tr/(r + 1)
(
Fi(i1 dt) − Fi

(
(i1 − 1) dt

))
D,

D0i2 = f t/(r + 1)
(
Fp(i2 dt) − Fp

(
(i2 − 1) dt

))
D.

(2)

For example, if we assume the frame rate is 30 fps, time
slot duration is 0.625 ms, a = 0.1, I-frame and P-frame ra-
tio is 1 : 14, the bit rate of the wireless channel is 28.8 kbps,
then the parameters of video source are given by the positive
matrices D240,0,D241,0, . . . ,D256,0 for I-frame arrivals, and
D0,8,D0,9, . . . ,D0,32 for P-frame arrivals. As a result, all the
matrices Di1,i2 could be readily determined, e.g.,

D246,0 =
[

0 0.0000280678
0.00000280678 0.000025261

]
,

D0,30 =
[

0 0.0000104835
0.00000104835 0.00000943518

]
.

For the range other than 240 < i1 < 256 and 8 < i2 < 32,
all the Di1i2 ’s are assumed to be zero matrices, this is because
there is a very small probability for a video frame has packet
size within that range.
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We use the above example (2) to show that the marked
DBMAP process can be used to model MPEG-4 video. Gen-
erally, in order to precisely model the video traffic, more
states can be introduced to the underlying Markov chain of
the arrival process, depending on how the Markov chain is
constructed; and more accurate estimation of the frame size
pdf can be applied by more elaborate statistical data analysis.
However, as demonstrated by (1), the resulting model still be-
longs to the marked DBMAP process.

3. Link level service time distribution

In this section, we summarize the wireless channel charac-
teristics and introduce the hidden Markov wireless channel
model. To overcome the negative effect of link unreliability
on the achieved video quality, we consider automatic repeat
request (ARQ) protocol with overdue control for video data
transmission, and prove that the link level service process fol-
lows discrete time PH-type distribution.

Wireless channel characterization, because of its impor-
tance on the system design, has been well studied in litera-
ture [23]. Its impact on the transmitted signal can be roughly
divided into three categories: interference among neighbor-
ing cells, multipath fading, and path loss. Moreover, mobile
terminals are usually in frequent movement. As a result, wire-
less channel exhibits correlated errors, that is, the impairment
experienced by consecutive transmission data bursts are cor-
related. It has been shown that the error correlations have
an important performance impact [6,32]. Taking the above
factors into consideration, we propose to use the notion of a
probabilistic transmission in that each transmission can result
in a failure with a certain probability, and adopt the use of the
hidden Markov modeled (HMM) channel. Consider a binary
wireless channel that is time slotted and one date burst can be
transmitted in each time slot. The HMM channel is defined
by two transition probability matrices PE , E = 0, 1. Suppose
at time t , the channel is in state i, 1 � i � m. The elements
of PE are defined such that at time t + 1, the channel transits
from state i to state j , with a correct transmission probability
of P0(i, j), and an error transmission probability of P1(i, j).
P0 and P1 are called transition probability matrix for correct
transmission and error transmission, respectively. The wire-
less channel evolves following the underlying Markov chain
with transition probability matrix P0 +P1. Assume the chan-
nel process is stationary and the steady state probability vec-
tor is given by θ , then we have θ = θ(P0 + P1) and θe = 1.
The HMM channel is rather general and analytically tractable,
which can be applied for error process at various levels. This
had been extensively studied in [26].

There are a number of error control methods in wireless
networks, such as forward error correction (FEC) and auto-
matic repeat request (ARQ). In practical systems, FEC (using
either convolutional or turbo coding) is usually implemented
at the physical layer. Here, we only consider the ARQ at the

link layer4. Given the one-hop nature of the wireless commu-
nication, we ignore the feedback delay for the acknowledg-
ment such that retransmission is invoked immediately in the
next time slot when error occurs. Since real-time video is con-
sidered, the delay of each video packet and the corresponding
RLC bursts needs to be kept below certain threshold. There-
fore, we assume an overdue time is set appropriately such that
once the overdue time is exceeded, further (re)transmission
attempt of the serving RLC bursts of the video packet will
stop, the overdue RLC burst will be discarded, and the corre-
sponding video packet is called erroneous.

We now prove that, by the above ARQ overdue control
protocol, the service time for an arbitrary RLC burst in an m

state HMM wireless channel follows discrete time PH-type
distribution [21]. Assume the maximum tolerable transmis-
sion time for a RLC burst is d , d > 1, the service time
or the channel occupation time till correct receipt or over-
due can be derived as following. Define the state space for
the service process as {(l, j), 1 < l < d, 1 < j < m}, in
which a state (l, j) corresponds to the situation that the serv-
ing RLC burst is in lth (re)transmission and the channel is
in state j . The channel itself evolves according to transition
matrix P = P0 + P1. When the channel evolves according
to the substochastic matrix P0, the transmission is success-
ful and the service process will terminate, this happens with
transition probability vector of P0e; when the channel evolves
according to the substochastic matrix P1, the transmission is
unsuccessful, thus l changes to l + 1 and j will change ac-
cordingly. Therefore, the transition probability matrix for the
service process is given by

S =




0 P1 0 . . . 0 P0e

0 0 P1 . . . 0 P0e
...

. . .
. . .

. . .
...

...

0 0 0
. . . P1 P0e

0 0 0 . . . 0 e

0 0 0 . . . 0 1




,

where P0, P1 are m × m size sub-stochastic matrices, 0 is
zero matrix. S is (dm+ 1)× (dm+ 1) size transition matrix,
and d is the channel occupation time. Let S′ be the left-upper
sub-matrix of S, with the last row and last column removed,
resulting in a dm × dm size sub-stochastic matrix. It is obvi-
ous the service time follows a PH-type distribution with rep-
resentation (β, S′), where β = [1, 0, 0, . . .]. As a result, the
service time for an arbitrary RLC burst in the HMM wireless
channel with ARQ overdue control follows the discrete time
PH-type distribution.

4. Queueing analysis for system level performance

Modern video encoding like MPEG-4 provides inherent adap-
tation flexibility for wireless video streaming [28]. With

4 In real systems to be precise, ARQ protocol is implemented at the link
access control (LAC) layer and radio link protocol (RLP) layer.
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Figure 3. A diagram of DBMAP/PH/1 with priority queueing system.

adaptive encoding, the video contents are organized with dif-
ferent significance for video reconstruction. Thus when the
channel condition temporarily becomes bad, or when the ef-
fective channel bandwidth temporarily becomes low, less im-
portant video data like P-frame bursts can be truncated in
order to preserve sufficient bandwidth to transmit more im-
portant video data like I-frame bursts. Such adaptation can
result better video quality than just randomly discarding all
the video data since I-frame data play more important role
in video decoding. For this purpose we consider priority
based scheduling protocol for video data transmission, that
is, video packets are first segmented into RLC bursts and then
put into the link layer transmission buffer, the I-frame bursts
are scheduled for transmission with higher priority than the
P-frame bursts. We are interested in the system level perfor-
mance modeling for video transmission over an HMM wire-
less channel. Since the video source can be modeled as the
DBMAP with marked transitions, and the link layer video
data transmission time follows PH-type distribution, the per-
formance of the wireless video transmission system thus can
be modeled by the DBMAP/PH/1 priority queue, as shown in
figure 3.

In this section, we show that the DBMAP/PH/1 priority
queue can be solved by using matrix analytical methods. We
only consider the non-preemptive priority case. For the pre-
emptive priority case, refer to [31] for more information; for
the single arrival DMAP/PH/1 priority queue, refer to [1].
Consider a queueing system as follows:

1. The arrival process follows the marked DBMAP with 2
priority levels, defined by {D00, D01,D02, . . . ,Db1b2} as
in section 2.1. All Di1i2 matrices are of dimension n× n.

2. The service processes for both the high and low prior-
ity jobs follow discrete time PH-type distributions, with
representation of (β1, S1) for the high priority jobs, and
(β2, S2) for the low priority jobs, respectively. β1 is

row vector with m1 elements, and S1 is m1 × m1 sub-
stochastic matrix; similarly, β2 is row vector with m2 el-
ements, and S2 is m2 × m2 sub-stochastic matrix. Here
we assume m1 = m2 = m.

3. There is a single server in the system and the service dis-
cipline is non-preemptive priority in nature.

We define the system state space $ = {(n1, n2, i, s, p)},
in which a state (n1, n2, i, s, p) in $ represents:

• The arrival process is in state s, s = 1, 2, . . . , n;

• i is an index variable. i = 1 represents that a high priority
job is being served; and i = 2 represents that a low priority
job is being served;

• The service process is in phase p, depending on which
type of job is in service i. When i = 1, p = 1, 2, . . . ,m1;
when i = 2, p = 1, 2, . . . ,m2;

• There are n1 high priority jobs in the system, including the
one being served, if any;

• In the case of n1 = 0 and n2 = 0, state (n1, n2, i, s, p) can
be reduced to (0, 0, s), since the whole system is idle and
there is no need to record the service phase. In this case
the number of high and low priority jobs in the system are
all zero’s;

In the case of n1 = 0 and n2 � 1, state (n1, n2, i, s, p)

can be reduced to (0, n2, s, p), since only a low priority
job can be in service. In this case n2 denotes the number
of low priority jobs in the system;

In the case of n1 � 1, the server may be busy with a high
or low priority job, due to the non-preemptive service dis-
cipline. In this case, n2 denotes the number of low priority
jobs waiting in the queue. Thus if the server is busy serv-
ing a low priority job, the total number of low priority jobs
in the system is n2 + 1, otherwise the total number of low
priority jobs in the system is n2.
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The DBMAP/PH/1 priority queueing system can be de-
scribed by an M/G/1 type Markov chain [22] with the state
space $. The transition probability matrix P of the related
Markov chain is given by

P =




B00 B01 B02 . . . B0b1

B10 A0 A1 . . . Ab1−1 Ab1

A−1 A0 . . . Ab1−2 Ab1−1 Ab1

A−1 . . . Ab1−3 Ab1−2 Ab1−1 Ab1
. . .

. . .
. . .

. . .
. . .

. . .


, (3)

with the following elements5:

B00 =




B00
00 B01

00 B02
00 . . . B

0b2
00

B10
00 B0

00 B1
00 . . . B

b2−1
00 B

b2
00

B−1
00 B0

00 . . . B
b2−2
00 B

b2−1
00 B

b2
00

B−1
00 . . . B

b2−3
00 B

b2−2
00 B

b2−1
00 B

b2
00

. . .
. . .

. . .
. . .

. . .
. . .



,

where

B00
00 = D00,

B
0i2
00 = D0i2 ⊗ β2, i2 = 1, 2, . . . , b2

(⊗ denotes the Kronecker product),

B10
00 = D00 ⊗ S0

2 ,

B
i2
00 = D0i2 ⊗ S2 + D0(i2+1) ⊗ S0

2β2,

i2 = 0, 1, . . . , b2 − 1,

B
b2
00 = D0b2 ⊗ S2,

B−1
00 = D00 ⊗ S0

2β2

and

B0i1 =



B00

0i1
B01

0i1
B02

0i1
. . . B

0b2
0i1

B−1
0i1

B0
0i1

B1
0i1

. . . B
b2−1
0i1

B−1
0i1

B0
0i1

. . . B
b2−2
0i1

B
b2−1
01

. . .
. . .

. . .
. . .

. . .


 ,

i1 = 1, 2, . . . , b1,

where

B
0i2
0i1

= [Di1i2 ⊗ β1 0 ], i2 = 0, 1, . . . , b2,

B−1
0i1

= [Di10 ⊗ S0
2β1 Di10 ⊗ S2 ],

B
i2
0i1

= [Di1(i2+1) ⊗ S0
2β1 Di1(i2+1) ⊗ S2 ],

i2 = 0, 1, . . . , b2 − 1

and

B10 =


B00

10 B1
10 B2

10 · · · B
b2
10

B0
10 B1

10 · · · B
b2−1
10 B

b2
10

. . .
. . .

. . .
. . .

. . .


 ,

5 In this paper, we let the superscript −1 denote an index, while let the bold
superscript −1 denote the inverse of a matrix. We let ⊗ denote the Kro-
necker product.

where

B00
10 =

[
D00 ⊗ S0

1
0

]

B
i2
10 =

[
D0i2 ⊗ S0

1β2
0

]
, i2 = 0, 1, . . . , b2

and

Ai1 =



A0

i1
A1

i1
A2

i1
· · · A

b2
i1

A0
i1

A1
i1

· · · A
b2−1
i1

A
b2
i1

. . .
. . .

. . .
. . .

. . .


 ,

i1 = 0, 1, . . . , b1,

where

A
i2
i1

=
[
D(i1+1)i2 ⊗ S0

1β1 + Di1i2 ⊗ S1 0

Di1i2 ⊗ S0
2β1 Di1i2 ⊗ S2

]
,

for i1 = 0, 1, . . . , b1 − 1, i2 = 0, 1, . . . , b2,

A
i2
b1

=
[

Db1i2 ⊗ S1 0

Db1i2 ⊗ S0
2β1 Db1i2 ⊗ S2

]
,

i2 = 0, 1, . . . , b2

and

A−1 =


A0

−1 A1−1 A2−1 · · · A
b2−1

A0
−1 A1−1 · · · A

b2−1
−1 A

b2−1
. . .

. . .
. . .

. . .
. . .




where

A
i2−1 =

[
D0i2 ⊗ S0

1β1 0

0 0

]
, i2 = 0, 1, . . . , b2.

A Markov chain is called GI/G/1 type if the transition
probability matrix has the row-repeating property [7]; and is
further called M/G/1 type if the transition probability matrix
has upper-Hessenberg form. We note that Markov chain (3)
is M/G/1 type. Standard M/G/1 type Markov chain can have
infinite number of levels, but usually the phase number is fi-
nite. If the phase dimension is finite, the Markov chain can
be solved by adopting matrix analytic methods [7,30]. The
main challenge to solve the Markov chain (3) is the fact that
the transition probability matrix has infinite number of levels
and infinite number of phases, i.e., all the elements B0i1 and
Ai1 are of infinite size.

We next examine the R and G measures [30] Rk (for k�1),
R0,j (for j > 0), Gk (for k � 1), Gi,0 (for i > 0), * and *0,
of the M/G/1 type Markov chain (3). Obviously, for the G

measures, only G1 and G1,0 have definition since the transi-
tion matrix is upper-Hessenberg form; for the R measures, all
the Rk and R0,k, for k > b1, have no definition, since the tran-
sition matrix is banded with finite number of bands b1. By the
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results from [30] and the above facts, we have the following
recursive formulas for Rk , R0,k, and *0:

Rk = (Ak + Rk+1A−1)(I − A0 − R1A−1)
−1,

k = 1, 2, . . . , b1 − 1,

Rb1 = Ab1(I − A0 − R1A−1)
−1,

R0,k = (B0k + R0,k+1A−1)(I − A0 − R1A−1)
−1,

k = 1, 2, . . . , b1 − 1,

R0,b1 = B0b1(I − A0 − R1A−1)
−1,

*0 = B00 + R0,1B10.

(4)

Further, as shown in [31], Rk , R0,k and *0 have row-repeating
and triangular structures, which makes it possible to compute
all the items in (4). Therefore, we can compute πn, where
πn = [πn0, πn1, πn2, . . .], n = 0, 1, . . . , the stationary prob-
ability vector for the M/G/1 type Markov chain (3), in the
following four steps:

1. In the first step, we compute Rk , R0,k and *0 by the fol-
lowing iterative algorithm:

(a) Set Rk = Ak, R0,k = B0k .

(b) Update Rk , R0,k recursively according to (4), till to a
sufficient large index i∗ such that Ri∗

k , R0i∗
0,k and Ri∗

0,k

are small enough for truncation. Here Ri∗
k , R0i∗

0,k and

Ri∗
0,k are the elements of Rk and R0,k.

(c) Compute *0 according to (4).

2. In the second step, we compute π0 by making use of
π0 = π0*0. Note that *0 is an upper-Hessenberg form
transition matrix with row-repeating property, which is
also M/G/1 type. By standard matrix analytic method [7],
π0 = π0*0 can be solved.

3. In the third step, we compute πn in a similar way in [7]:

πn =




π0R0,n +
n−1∑
k=1

πkRn−k, 1 � n � b1,

b1∑
k=1

πn−kRk, n > b1.

4. Finally, we normalize πij and ensure

∞∑
i=0

∞∑
j=0

πij e = 1.

We define the following notations:

P {idle}: probability that the server is idle,

P {busy}: probability that the server is busy,

P {busyh}: probability that the server is busy with a high
priority job,

P {busyl}: probability that the server is busy with a low
priority job,

P {Nh = i}: probability that there are i high priority jobs
in the system,

P {Nl = j }: probability that there are j low priority jobs
in the system,

P {Qh = i}: probability that there are i high priority jobs
waiting in the queue,

P {Ql = j }: probability that there are j low priority jobs
waiting in the queue.

Based on πij , the following performance measures for the
DBMAP/PH/1 priority queueing model can be derived:

P {idle} = π00e,

P {busy} = 1 − π00e,

P {busyh} = 1 −
∞∑
j=0

π0j e,

P {busyl} =
∞∑
j=1

π0j e,

P {Nh = i} =
∞∑
j=0

πij e, i � 0,

P {Nl = 0} = π00e +
∞∑
i=1

πi0eh,

P {Nl = j } = π0j e +
∞∑
i=1

πij eh +
∞∑
i=1

πi(j−1)el, j � 1,

where eh and el are column vectors of dimen-
sion 2nm, eh = 〈e, e0〉, el = 〈e0, e〉, and e0
is an nm dimensional column vector with all
members being 0’s;

P {Qh = 0} = P {Nh = 1} + P {Nh = 0},
P {Qh = i} = P {Nh = i + 1}, i � 1,

P {Ql = 0} = π00e + π01e +
∞∑
i=1

πi0e,

P {Ql = j } = π0(j+1)e +
∞∑
i=1

πij e, j � 1.

By P {Qh = i} and P {Ql = j }, we essentially obtain the
queue length distribution for both the high and the low priority
queue.

5. Numerical and simulation results

In the first half of this section we present numerical results
for the computation algorithm developed in section 4; in the
second half of this section we present simulation results for
the queueing behavior of the video transmission buffer. The
parameters of the arrival process are derived from section 2.2
for the video sequence Akiyo. The settings for the PH-type
service process are given by (β1, S1) and (β2, S2) for the high
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(a) (b)

Figure 4. Comparison of the queue length distribution: numerical vs. simulation.

and low priority queue, respectively, as follows:

S1 =



0.0 0.05 0.0 0.0
0.0 0.0 0.05 0.0
0.0 0.0 0.0 0.05
0.0 0.0 0.0 0.0


 ,

S2 =
[

0.0 0.05 0.0
0.0 0.0 0.05
0.0 0.0 0.0

]
,

β1 = [1.0, 0.0, 0.0, 0.0], β2 = [1.0, 0.0, 0.0]. The above
service setting corresponds to the case that the average RLC
burst transmission error rate is 0.05, and the maximum allow-
able ARQ’s for I-frame bursts and P-frame bursts are 4 and 3,
respectively.

5.1. Numerical results for the computation algorithm

We apply the computation algorithm for the DBMAP/PH/1
priority queue and compare the numerical results with the
simulation results. Simulation of the marked DBMAP arrival
process is done in the following way. Let D00,D01, . . . ,Db1b2

be the parameter matrices for the arrival process. Let α be the
initial vector, with α = αD and D = ∑b1

i1=0

∑b2
i2=0 Di1i2 .

Let J (t) be the state of the underlying Markov chain imme-
diately after time t , let Y1(t) and Y2(t) be the numbers of ar-
rivals for the high and low priority queue, respectively, at the
tth transition. We simulate the sequence of random variables
{J (t), Y1(t), Y2(t)} for t up to some value of max_time_slots
with the following numerical method.

• Arrival process initialization.
Generate the initial state J (0) according to a multinomial
variate with density α, set t = 0, Y1(t) = 0, Y2(t) = 0.

• Arrival process state machine evolution.
while (t < max_time_slots)
{

Choose the state J (t + 1) as a multinomial variate with
density

(DJ(t),1,DJ(t),2, . . . ,DJ(t),n).

Set

Y1(t + 1) =
⌊

i

b2 + 1

⌋
, Y2(t + 1) = i mod(b2 + 1),

Table 1
Buffer overflow probability vs. the given buffer size. Poh: overflow proba-
bility for the high priority buffer (I-frame queue). Pol: overflow probability
for the low priority buffer (P-frame queue).

Poh Pol

Buffer size Numerical Simulation Numerical Simulation

50 – 0.42 – 0.32
100 – 0.29 0.18 0.22
200 0.12 0.14 0.09 0.10
300 – 0.08 0.03 0.04
400 0.03 0.035 0.02 0.03
500 – 0.03 0.016 0.02
600 0.015 0.018 0.01 0.011
700 – 0.012 0.01 0.01
780 0.01 0.011 – –

where the index i is generated as a multinomial variate
with the following density:( [D00]J (t),J (t+1)

DJ(t),J (t+1)
,
[D01]J (t),J (t+1)

DJ(t),J (t+1)
, . . . ,

[Db1b2]J (t),J (t+1)

DJ(t),J (t+1)

)
.

Enqueue a batch of Y1(t + 1) high priority bursts and a
batch of Y2(t + 1) low priority bursts into the system.
Note that Y1(t + 1) and Y2(t + 1) might be 0.

Set t = t + 1.
}

As a result, the state machine for the arrival process is
completely driven by the vector α, the stochastic matrix D,
and the substochastic matrices D00,D01, . . . ,Db1b2 . We cal-
culate the cumulative queue length distribution function (cdf)
for both the high and low priority queues using the algorithm
developed in section 4. We also collect the queue length sta-
tistics from the simulation results. Shown in figure 4 is the
comparison of the queue length cdf obtained from the numer-
ical results and the simulation results. It can be observed that
both the high and low priority queue, the queue length cdf
curves are very close. From the queue length cdf curves, we
can further obtain the buffer overflow probabilities, Poh and
Pol for the high and low priority queue, respectively, if a max-
imum value of the buffer size is given. The results are shown
in table 1.
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(a) (b)

Figure 5. (a) Arrival patterns; (b) mean arrival rates.

(a) (b)

Figure 6. QQ plots for trace data and simulated arrival data. (a) For I-frame arrivals; (b) for P-frame arrivals.

5.2. Simulation results for the video transmission

We simulate the wireless video transmission system, concen-
trating on the queueing behavior of the video transmission
buffer. Figure 5(a) are the plots of the sample arrivals gen-
erated by the traffic model. The arrival bursts in the graph
are clustered, which reveals that the data arrivals are bursty
and highly correlated. Further, the simulated arrival process
as shown in figure 5(a) has a pseudo-periodic feature. This
demonstrates that the proposed arrival model can effectively
grasp the correlation and periodic nature of the video traffic.
In figure 5(b), the above curve is the mean arrival rate for the
high priority queue, and the below curve is the mean arrival
rate for the low priority queue. We observe that the mean ar-
rival rate for the high and low priority queue are around 0.31
and 0.24, respectively, which are very close to the analyti-
cal derived arrival rate of 0.31438 and 0.2426. QQ plots for
video trace data and simulated video arrival data are shown
in figure 6(a) for I-frame data arrivals, and in figure 6(b) for
P-frame data arrivals.

We also simulate the non-priority scheduling case, in
which all the video data bursts are transmitted by first in first
out (FIFO) order, and compare the queue length dynamics
with the priority scheduling case. Figures 7(a)–(c) show the
queue length fluctuation against time for the FIFO case. We

find that both the I-frame bursts and P-frame bursts experi-
ence a high degree of queue length fluctuation. This is be-
cause the video traffic source has bursty and correlation na-
ture, and the wireless channel is inherently instable. Further,
we also find that I-frame bursts experience a much higher de-
gree of dynamics. This is because the I-frame packet has a
much larger size than the P-frame packet, with a ratio near
10 : 1. Thus an I-frame packet arrival will cause a signifi-
cant increase of the queue length, which leads to greater fluc-
tuation. Figures 7(d)–(f) show the queue length fluctuation
against time for the priority scheduling case. The queue fluc-
tuation for the low priority queue shown in figure 7(d) tends
to be larger than that of the FIFO queueing case, as shown
in figure 7(a). This demonstrates that, by priority schedul-
ing, the low priority P-frame data bursts experienced a certain
degree of service degradation. However, when examine the
queue length dynamics for the I-frame bursts in figure 7(e),
we find that it has much less fluctuation than the FIFO case,
as in figure 7(b). Moreover, the total queue length dynam-
ics as in figure 7(f) also has much less fluctuation than the
FIFO case as in figure 7(c). This demonstrates that by prior-
ity scheduling, I-frame data get better service quality, and the
overall service quality is also improved. Observed from fig-
ures 7(b) and (e), the maximum queue length for the I-frame
bursts reaches as high as 1200 for the FIFO case, but it is
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(a) (b) (c)

(d) (e) (f)

Figure 7. Comparison of the queue length dynamics. (a) P-frame bursts, FIFO case; (b) I-frame bursts, FIFO case; (c) total queue, FIFO case; (d) P-frame
bursts, priority case; (e) I-frame bursts, priority case; (f) total queue, priority case.

(a) (b) (c)

Figure 8. Comparison of the mean waiting time. (a) For P-frame bursts; (b) for I-frame bursts; (c) for all RLC bursts.

only as high as 800 for the priority case. The maximum total
queue length also decreases from near 1400 for the FIFO case
to less than 1100 for the priority case, as shown in figures 7(c)
and (f). The result reveals that the required video transmission
buffer is reduced when priority scheduling is adopted.

In real-time video application, a play-back buffer is main-
tained in the client to overcome the non-uniform arrival rate of
the video data, thus a smooth and constant frame rate video
can be played-back in the client. The size of the play-back
buffer is partly determined by the hold time, which in turn is
determined by the waiting time and service time of the trans-
mission queue in the sender. Real-time video application is
delay sensitive, as a result, a low hold time should be main-
tained, which in turn require a low waiting and low service
time. Shown in figures 8(a)–(c) are the comparison of the
mean waiting time for the FIFO queueing and priority queue-
ing cases. The mean waiting time for the low priority bursts
is increased from 120 for the FIFO case to 160 for the priority
case, as in figure 8(a). This again shows that the low priority

P-frame bursts experienced a degree of service degradation.
When observe from figure 8(b), we find that the mean waiting
time for the high priority I-frame bursts decreased from 240
for FIFO queueing to 200 for priority queueing. Figure 8(c)
also shows that the overall mean waiting time is decreased
from 190 to 180 by taking priority queueing. Since non-
preemptive priority scheduling is adopted, prioritizing the ar-
rival bursts will not introduce extra delay in serving the bursts
after classification, thus the mean service time should be the
same as that for the FIFO queueing case. As a result, a lower
hold time can be expected by adopting priority queueing. This
demonstrates that priority based scheduling has better real-
time support than the FIFO scheduling.

We now examine the error behavior for different combi-
nations of the scheduling protocol and allowable ARQ num-
ber. We first examine the packet error rate when both the
high and low priority RLC bursts have equal allowable ARQ
number of 3, as shown in figure 9. From figure 9(b), it is
evident that the packet level error rate for P-frames increases
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(a) (b)

Figure 9. Packet error rate vs. packet size (both I-frame and P-frame ARQ = 3). (a) I-frame error rate; (b) P-frame error rate.

(a) (b)

Figure 10. Average packet error rate (I-frame ARQ = 3, 4, 5; P-frame ARQ = 3 only). (a) I-frame error rate; (b) P-frame error rate.

Table 2
Frame error rate and PSNR measure for the erroneous frames.

I-frame ARQ = 3 I-frame ARQ = 4
P-frame ARQ = 3 P-frame ARQ = 3

FIFO I-frame error rate: 48.06% I-frame error rate: 6.19%
scheduling P-frame error rate: 5.30% P-frame error rate: 7.64%

erroneous I-frame PSNR: 21.24 erroneous I-frame PSNR: 23.58
erroneous P-frame PSNR: 19.46 erroneous P-frame PSNR: 18.30

Priority I-frame error rate: 45.70% I-frame error rate: 3.70%
scheduling P-frame error rate: 6.09% P-frame error rate: 8.54%

erroneous I-frame PSNR: 22.18 erroneous I-frame PSNR: 24.40
erroneous P-frame PSNR: 18.56 erroneous P-frame PSNR: 17.88

with the packet size, i.e., the larger the packet size, the higher
packet error rate it has. However, the packet level error rate
for I-frames is more stable, as shown in figure 9(a). The rea-
son is that I-frames have less variation in packet size; further,
the packet size variation has smaller effect on the packet error
rate, since basically an I-frame packet consists of much larger
number of RLC bursts than a P-frame. From figure 9, we
also observe that the average I-frame packet error rate is about
45.7%, which is significantly larger than the average P-frame
packet error rate 6%. This is again caused by the fact that
the average I-frame packet size are significantly larger than
the average P-frame packet size. The I-frame video packet
would require more RLC bursts to be transmitted, thus would
be easier to get error under the same channel condition, when

compared with the smaller P-frame packet. The high I-frame
error rate is undesirable since I-frame packets are much more
important for partial information decoding in the video player.
Therefore, we keep the allowable P-frame ARQ number to be
3 only, and increase the allowable I-frame ARQ number to 4.
The new simulation result is shown in figure 10. We find that
the I-frame packet error rate drops to as low as 3.7% when
ARQ = 4, as in figure 10(a); while the P-frame packet er-
ror rate does not change too much, as in figure 10(b). This
demonstrates that we can differentiate the service quality for
the I-frame and P-frame data by controlling the allowable
ARQ number for each priority queue, such that the high prior-
ity I-frame data can achieve better QoS. When the allowable
I-frame ARQ number is increased to 5, only minor improve-
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ment is achieved for I-frame error rate. As a result, we can
conclude that only limited number of ARQ’s is needed to suf-
ficiently preserve the I-frame data.

Since the erroneous video frames may still be used to re-
construct the video pictures by the decoder, we calculate the
peak signal-to-noise ratio (PSNR) measures for the erroneous
video frames, and show the results in table 2. We find that
by taking priority scheduling, and by allowing more ARQ
transmission for I-frame bursts, we can reduce the I-frame
packet error rate, and improve the PSNR value for the erro-
neous I-frames. The results demonstrate that by taking proper
link level scheduling and ARQ control, less I-frame would get
error; and for those erroneous I-frames, the degree of damage
can also be noticeably less. The results offer hints for design-
ing optimal link level scheduling and control protocol in order
to facilitate faithful video playback in time-varying wireless
channel condition.

6. Conclusions

In this paper we study the link level performance of video
transmission over the uplink of an unreliable wireless chan-
nel, under the assumption that the link level errors are cor-
related and follow a hidden Markov model. The DBMAP
process with marked transitions is proposed to model the
video source. The RLC data burst transmission time is proved
to follow probabilistic phase type distribution. We show
that the link level performance of a wireless video trans-
mission system can be modeled by a DBMAP/PH/1 prior-
ity queue, and present computation algorithm and numerical
results for the queueing model. Extensive simulation results
on the queue length and waiting time of the video transmis-
sion buffer has been presented. Packet level error rate and
PSNR value for the erroneous video frames are reported. The
results demonstrate that video quality can be substantially im-
proved by taking proper link level scheduling and ARQ con-
trol. We are currently working on developing traffic model
for scalable video encoded in multiple layers based on the
marked DBMAP process. We are also interested in perfor-
mance evaluation of different scheduling protocols for scal-
able video transmission over the wireless networks.
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