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Abstract—This paper proposes a rate control algorithm for
single and multiple objects video coding. The algorithm exploits
prediction and feedback control to achieve accurate bit rate while
maximizing the picture quality and simultaneously effectively
handling buffer fullness. The algorithm estimates the bit budget
of a frame based on its global coding complexity, and dynamically
distributes the target bits for each object within a frame according
to the object’s coding complexity. Exploiting a novel buffer
controller based on the proportional–integral–derivative (PID)
technique used in automatic control systems, the algorithm effec-
tively reduces the deviation between the current buffer fullness
and the target buffer fullness, and minimizes the buffer overflow
or underflow. The algorithm dynamically adjusts several param-
eters to further improve the system performance. A scene-change
handling method is used to deal with scene changes. The combina-
tion of prediction and feedback control improves the adaptability
of the rate controller under complicated environments; it also de-
creases the effect of random disturbance and the deviation caused
by the variance between the real system and its statistical model.
Overall, the proposed algorithm successfully achieves accurate
target bit rate, provides promising coding quality, decreases buffer
overflow/underflow and lowers the impact of a scene change.

Index Terms—Bit allocation, MPEG-4 video coding, multiple
video objects, proportional–integral–derivative (PID) buffer con-
trol, rate control.

I. INTRODUCTION

I N OBJECT-BASED video coding, such as MPEG-4 [1], an
arbitrarily shaped time-variable visual entity can be individ-

ually manipulated and combined with other similar entities to
produce a scene [2]. Each object in the scene is coded individ-
ually originating its own video bitstream, and a coded scene is
the multiplexing of the several video bitstreams corresponding
to the video objects (VOs) constituting the scene, which can be
transmitted through either constant or variable rate channels. To
make the transmission as efficient and accurate as possible, var-
ious coding factors should be jointly considered, for example,
encoding rate, channel rate, and scene content, etc.

Most visual communication applications use a fixed rate
transmission channel, which means the encoder’s output bit
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rate must be regulated to meet the transmission bandwidth.
The presence of multiple video objects exacerbates the com-
plexity of the encoding procedure as the rate controller must
distribute bits among different objects according to the appli-
cation requirements. The rate control (RC) problem is well
studied and several solutions exist for various standards and
applications, for example, storage media with MPEG-1 and
MPEG-2 [3]–[7], video conference with H.261 and H.263 [8],
[9]. Recently, with the advent of MPEG-4, some rate control
algorithms for video object-based coding are also proposed
[10]–[20].

In MPEG-2 TM5 [7], bit-allocation is accomplished in the
context of the layered MPEG structure. First, at the group of
pictures (GOP) GOP layer, a target bit-budget is calculated
for each GOP. Within a GOP, bits are allocated to the current
frame according to its picture type, the global complexity of the
previous frame and the remaining number of bits assigned to the
GOP. Next, within a picture, the quantization parameter (QP)
for a macroblock (MB) is set and modulated based on virtual
buffer fullness, an empirical “re-action parameter” and the local
variance of the video signal. Since the main goal of MPEG-2 is
to provide high quality in video digital broadcast, it should have
a fixed group of pictures and cannot skip frames when buffer
tends to overflow. Hence, the rate control algorithm of MPEG-2
can only exploit the spatial domain by selecting suitable QPs
to obtain the desired bit rate. On the other hand, since H.263
is for low-bit-rate video applications and MPEG-4 is for wide
range of applications (including streaming video applications),
their rate control algorithms can make appropriate decisions
on both spatial (QP) and temporal (frame skipping) coding
parameters to achieve the target bit rate. In [10], Chiang and
Zhang have proposed a rate control scheme using a quadratic
rate-distortion (R-D) model that describes the relation between
the QP and the required bits for coding the texture. Based
on this model, they presented a rate control algorithm [11]
that was scalable for various bit rates, spatial and temporal
resolutions, and could be applied to both DCT and wavelet-based
encoders. In this algorithm, the number of target bits per frame
is initially set to a weighted sum of the number of bits used
for coding the previous frame and the average number of the
remaining bits per frame, and then to prevent buffer underflow
and overflow, the target is scaled by a proportional factor based
on the current buffer occupancy. MPEG committee for single
video object (SVO) simulations has adopted this algorithm as
part of the video verification Model (VM8 [12]). Vetro and Sun
[13], [14] extended the above R-D model and SVO algorithm
to multiple video object (MVO) rate control, they used the
same method as [11] to allocate target bits to a frame, the
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TABLE I
SUMMARY OF SYMBOLS

total target bits of this frame are distributed proportional to
the relative size, motion and variance of each object within
this frame. They also adopted a proportional buffer control
method to adjust the target bits for a frame. A pre-frame-skip
control is utilized to avoid buffer overflow at the low bit-rate. To
provide a proper tradeoff between spatial and temporal coding,
the algorithm switches between a high rate coding and low
rate coding modes. This technique has been also accepted by
MPEG committee for MVO simulations in VM8 [12]. In [11]
and [15], Lee and Chang also developed a MVO rate control
strategy, the distribution of the bit budget within a frame is
proportional to the square of MAD (mean absolute difference)
of each VO. These MVO algorithms [11]–[15] assume multiple
video objects have the same video object plane (VOP) rate,
and consider the coding complexity for each object to decide
the target bits among objects within a frame, but they do
not take into account the total coding complexity for a frame.
Recently, Nunes and Pereira [17] proposed to perform the target
bit allocation by considering coding complexity both along
the coding time and among VOs in one coding time instant,
aiming to minimize quality fluctuations. Ronda and Eckert
regarded multi-object rate control as an optimization problem,
and proposed several cost criteria as goals to be optimized, the
algorithm was introduced to minimize the average distortion
of objects, so as to guarantee desired qualities to the most
relevant ones and to keep constant ratios among the object
qualities [16]. Ribas-Corbera and Lei [9] also focused on RC
for the motion-compensated intercoded frames for H.263 and
MPEG-4, the target bits of a frame are first set to
( is the target bitrate, is the frame rate), and then are
modified by a small value based on the buffer fullness, thus,

the target number of bits for each frame is nearly constant
throughout the video sequence. This means that the quality
of the encoded video will vary since the complexity of the
video sequence may change along time. By using Lagrange
multiplier to the bit-rate limitation, the optimal QP for an MB
is determined.

The above model-based schemes adopt R-D models to esti-
mate coding properties, though simple but effective. Since the
building up of any mathematical models depends on the spe-
cific channel models and statistic characteristics of video sig-
nals, these models are approximate models. The foundations
and conditions of a model cannot always match with the real ap-
plication environment, there always exist some deviations or er-
rors in these model-based schemes. For example, MPEG-4 [12]
has adopted a generic model to estimate R-D properties for all
kinds of sequences. However, estimations may not be accurate
and always have some differences between the estimated values
and the real ones.

This paper proposes a rate control algorithm called Robust
Adaptive with Proportional–Integral–Derivative (RAPID). The
algorithm aims to achieve an accurate bit rate while maximizes
the picture quality and at the same time effectively handles
buffer occupancy. The algorithm estimates coding properties
and predict target bit budget before encoding, and combines
various feedback information to compensate for the estimated
deviations after encoding, in order to reduce the effect of
random disturbance and the error caused by the variance be-
tween the real system and its statistical model. The specific
characteristics of the algorithm include: 1) in addition to es-
timating the bit budget of a frame based on its global coding
complexity, the algorithm dynamically distributes the target bits
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TABLE I (Continued.)
SUMMARY OF SYMBOLS

to each object within a frame according to its characteristics;
2) the algorithm uses a proportional–integral–derivative (PID)
buffer controller to effectively minimize the buffer overflow or
underflow; and 3) the algorithm proposes several adaptation
methods to automatically adjust parameters and improve the
forecasting accuracy.

The remainder of this paper is organized as follows. In Sec-
tion II, we describe the basic philosophy of the proposed adap-
tive RC algorithm for single/multiple video objects. In the same
section, we discuss the proposed buffer control scheme named
PID buffer controller to maintain a stable buffer level. In Sec-
tion III, we present some adjustment methods using feedback
information to further improve the efficiency of the proposed al-
gorithm. Section IV summarizes the algorithm and describes its
functionality. Section V includes the simulation results showing
the performance of the proposed algorithm. Finally, Section VI
concludes the paper by providing some final remarks, observa-
tions, and future research directions.

II. FOUNDATIONS OF THE PROPOSED ALGORITHM

The proposed rate control algorithm consists of a number of
steps. In this section, we describe the principles and foundations
of the algorithm. Table I summarizes the symbols employed in
the algorithm.

A. Initialization Stage

The initialization stage includes setting up encoding param-
eters and buffer size. The buffer size is initialized based on the
delay requirement specified by users, and the target buffer full-
ness can be set to any level of the buffer size according to ap-
plications’ requirements. As VM8, the default buffer size is
set to half of the target bit rate, and the target buffer fullness is
the middle level of the buffer size in our algorithm.

We assume that multiple VOs are synchronous with the same
VOP rate, and a frame is defined as a set of VOPs of different
objects presenting in one encoding time instant [16]. To encode
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the first -frame, an initial QP is given. Once the first frame
has been coded, we can obtain actual bits used in coding it,
the remaining available bits for encoding the rest of the image
sequence, etc.

B. Initial Target Bit Estimation

According to the type of the current frame, its target number
of bits is initially set to a weighted average bitcount:

(1)
where , and are the number of , and frames
which remain to be coded respectively at the current encoding
time instant , , and are their weight factors,

is the total number of bits available for the rest of the image
sequence, is , or corresponding to the
current frame type.

C. Target Bits Adjustment Based on the Coding Complexity

Based on the perceptual efficient approach, the past history
of each VO and the current coding complexity, a combination
of strategies is used to adjust the target bits [7], [11]–[17].

It is necessary to analyze the characteristics of a VOP before
target bit estimation [17]. As variance-like measure is usually
used in bit allocation [9], [11], [13]–[15], we propose to adopt
the variance and the size of a VOP to define the coding com-
plexity of to be encoded at time , , as

where

(2)

In (2), is the luminance value of pixel in the motion-com-
pensated residue of , is the arithmetic average pixel
value of , is the number of nontransparent pixels in

, is the number of macro-blocks (MBs) or partial
MBs in , is the variance of the motion-compen-
sated residue for , the power is a constant.

The coding complexity computed by (2) naturally combines
the object size ( ) and the variance ( ) of the
prediction error for a VOP, and therefore, can approximately
reflect the instantaneous characteristics of this VOP. Since
the coding complexity of a VOP is computed based on its
motion-compensated residual, when a VO changes its features,
its coding complexity also updates by some degree simultane-
ously. To avoid very large fluctuations of coding complexities
and obtain smooth coding qualities along the coding time, we
hope this coding complexity only acts as fine-tuning to target
bit allocation for each encoding time instant, thus its influence
should not be too strong. By many experiments, we found

that can reflect the instantaneous characteristics of a
VOP, meanwhile weaken the coding complexity’s influence to
some degree during target bit allocation. However, in the VM8
solution of MPEG-4 [12], target bits are allocated to the current
frame only according to the statistical information of the pre-
vious frame, without any consideration to the real complexity
of the current frame. This may result in inappropriate allocation
of bits to the current frame, which can lead to fluctuated and
overall degraded visual quality.

To adjust coding qualities among multiple objects within a
frame, the algorithm sets weight for each object. The larger the
weight for an object, the more target bits should be allocated to
it. Let be the weight for at time , its initial value is
1.0, meaning that each object has equal weight at the beginning
of encoding. The normalized weight for , , can be
obtained by

Here, NVO is the number of VOs in a frame. is dynamically
adjusted along the coding process.

The global complexity of the current frame, , can be ob-
tained by

Then, we can calculate the average global complexity
for previous -frames, and for previous

-frames before time . Here, and are the number
of the most recently coded and frames used in computing

and respectively.
The initial target bit budget of the current frame, , is then

adjusted by

(3)

where is or depending on the current
frame type. The number of target bits is estimated only for
and frames. We do not estimate target bits for frames, which
will be explained later. This bit allocation essentially follows a
basic principle: if is higher than , more bits should
be allocated to the current frame than the weighted average bits

; on the contrary, if is lower than , fewer bits
should be allocated. Hence, appropriate bits can be adaptively
allocated to the current frame and coding quality can be kept
consistent.

D. Target Bits Adjustment Based on the Buffer Occupancy

The bit target is further refined based on the buffer fullness
so as to get a more accurate target bit estimation. The aim of
buffer control is to keep buffer fullness around the target level to
reduce the chances of buffer overflow or underflow: if the buffer
occupancy exceeds the target level, the target bits are decreased
to some extent; similarly, if it is below the target level, the target
bits are increased by some degree.
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Fig. 1. PID buffer control system.

The VM8 and other algorithms adopt a simple nonlinear pro-
portional buffer controller, whose control ability is rather less
powerful. As shown in our experiments, when the complexity
of a sequence changes drastically, the buffer tends to be out of
control, especially in low bit rate cases.

The PID controller is by far the most popular feedback con-
troller in the automatic control area [21], [22], and is espe-
cially suitable for unpredictable or imprecise processes to be
controlled, which is one of the characteristics of video coding
process since we cannot precisely predict the coming frames.
The popularity of the PID technique is mainly attributed to its
simplicity and good performance in a wide range of operating
conditions. Here, we apply this technique to the buffer control in
video coding (see Fig. 1). From the viewpoint of automatic con-
trol systems, the structure of our algorithm is a prediction plus
feedback control system, but not a pure feedback system [23].
Unlike VM8, we do not use any additional means to avoid over-
flow or underflow since the PID buffer controller has enough
control ability.

Our goal is to keep the buffer occupancy around the target
buffer fullness, and minimize the deviation between the target
buffer fullness and the actual buffer fullness. The error signal

, which measures the difference between the target buffer full-
ness and the actual output (current buffer fullness ) at
time , is defined as

This error signal is sent to the PID controller

(4)

where , , and are the proportional, integral, and deriva-
tive control parameters, respectively. The first term in (4) is the
proportional action, it is the main component and can reduce the
error between the current buffer fullness and the target buffer
fullness, but cannot fully eliminate this error. The integral con-
troller, the second term in (4), has the effect of eliminating the
steady-state error by this way: when the error lasts, it can grad-
ually enhance the control strength. But it may cause the tran-
sient response worsening. The derivative controller, the third
term, has the effect of increasing the stability of the system, re-
ducing the overshoot, and improving the transient response. The
three-mode PID controller combines the advantages of each in-
dividual controller, and thus, improves both the transient and the
steady-state response.

Then, the target bits can be further adjusted by

(5)

To obtain a minimum visual quality for each frame, the
lower bound of the target bits imposed to each frame in VM8
is , and are the target bit rate and frame rate
required by the application. This means each frame must obtain
at least the average number of bits per frame without consid-
ering its coding complexity, and thus the total target bitrate
actually allocated to frames is certainly equal or larger than the
application’s target bitrate. Since we think that only fewer bits
are needed to maintain acceptable qualities for some frames
with low complexity, we decrease this lower bound to

For most applications, overflow is much worse than under-
flow, so maximum bits should be more strictly constrained
than the minimum one. To avoid buffer overflow, the maximum
number of bits is given as

E. Dynamic Target Bit Distribution Among Multiple VOs

In order to maximize the overall quality of the decoded scene
with a given amount of resources, it is important to effectively
distribute the target bits among multiple objects within a frame
[17], [26]. Normally, a rate control scheme should allocate more
bits to important VOs (e.g., foreground VOs) than other areas
(e.g., background VOs). To obtain uniform video quality, the
coding complexity and perceptual importance of a VO must be
considered during bit allocation among VOs. We have chosen
the normalized weight, size and variance as three factors in the
target bit distribution. Therefore, as long as the target bits are
given for a frame, the number of target bits for at time ,

, is allocated by

(6)

where and are the size and variance of
, normalized by the total size and variance of all objects,

respectively.
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Fig. 2. Functional diagram of RAPID.

F. Quantization Parameter Calculation

The quantization parameter for texture encoding is computed
based on the R-D model of each VO for the corresponding VOP
type [14], [15]. Once is obtained, the number of target bits
for coding the texture of , , can be computed by

where denotes the number of bits actually used for
coding the motion, shape, and header for at time

.The proposed algorithm also adopt this R-D model [14],
[15]

(7)

where is mean absolute difference for after mo-
tion compensation, denotes quantization parameter used
for , and are the first- and second-order model
coefficients.

Nunes and Pereira found that intra-coded VOPs are typically
encoded with lower quality than inter-coded VOPs in VM8 [17].
We also observed the similar phenomenon, which results in
large quality variations and quality decay. It indicates that the
bit allocation strategy of VM8 is not very efficient. The partial
reason is analyzed as follows. A good coding performance relies
on an accurate R-D model, and the accuracy of R-D model bases
on the quality and quantity of the data set used to update it. Gen-
erally speaking, more updating data points (encoded VOPs) in
a coding process are likely to yield a more accurate model to re-
flect the video contents. At the beginning of the coding process,
the R-D models of all types of VOPs are very rough. Along with
the coding process, more and more encoded VOPs are selected
to update these R-D models and thus R-D models become more
and more accurate than the original ones. Though this adaptive
procedure is truly successful for VOPs and s, it is not
very suitable for updating VOPs’ R-D model simply because

s are quite sparse in a coding sequence. For example, if
the intra period is set to one second and VOP rate is 15 VOP/s
for a VO, then there is only one VOP among 15 VOPs. Even

TABLE II
ENCODING PERFORMANCE AT VARIOUS TARGET BITRATES FOR

COASTGUARD SEQUENCE

enough quantity of VOPs can be accumulated after coding
many VOPs in a long sequence, most of them cannot represent
the change of the coming VOPs. Since the shortest distance
between the current VOP and its last VOP is 14 VOPs, it is
possible that the incoming VOP is quite different to its last

VOP. Therefore, the VOP’s model updated gradually by
previous encoded VOPs cannot completely reflect contents of
the coming VOP in time. Thus, the R-D model of VOPs is
less accurate than that of the inter-coded VOPs and, as a result,
the coding qualities of VOPs tend to fluctuate.

To avoid the above problem and achieve a consistent coding
quality between intra-coded VOPs and inter-coded VOPs, a
novel way is adopted here: we only estimate the number of
target bits and calculate QPs for VOPs and VOPs but not
for s. Instead, when coding an VOP, we just employ
the average QP of its previous inter-coded VOPs with some
adjustment. Though this method is quite simple, it is efficient to
overcome visual quality fluctuation or degradation of VOPs.

As usual, the QP is limited to vary between 1 and 31 and
only permitted to change within 25% of the previous QP. This
can ensure QP would not change too much compared with its
previous QP, and avoid causing huge quality fluctuation.

G. Encoding and Updating

After encoding video objects within a frame, the encoder up-
dates the R-D model of each VO for the corresponding VOP
type based on the encoding results of the current objects as well
as the past objects. The first and second model parameters,
and , are updated by using the linear regression technique
[10], [15].
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TABLE III
ENCODING PERFORMANCE USING THE FIXED PID COEFFICIENTS

The virtual buffer fullness is updated by

where represents the number of actual bits used for encoding
the current frame. is the number of bits to be output from
the virtual buffer per frame [12]

(8)
Actually, the right side of (8) is the same as that of (1), because
we hope the initial target bits which to be put into the buffer
should roughly equal to the bits to be output from the buffer per
frame, so as to keep buffer fullness around the target level and
derive a useful signal of buffer fullness.

H. Frame-Skipping Control

When the number of bits in the buffer is too large, the en-
coder normally skips encoding frames to avoid buffer overflow,
here we use the same method as VM8 [12]: the encoder needs
to examine the current buffer fullness before encoding the next
frame, if the buffer occupancy exceeds 80% of the buffer size,
the encoder skips the next frame, and the buffer fullness is up-
dated by subtracting .

I. Scene-Change Handling

Scene change means the abrupt change of frame characteris-
tics between consecutive frames [24], [25]. To better deal with
scene-change problems, it is essential to detect the occurrence of
a scene change before coding a frame. The scene-change detec-
tion is based on the motion estimation and MB type decision. A
large number of intra MBs represents that motion estimation and
compensation failed and a scene change has occurred. There-
fore, if the number of intra MBs in a frame exceeds a pre-set
threshold [27], the frame is regarded as a scene-change frame
and its frame type is set to intra, the first -frame following the
scene-change frame is set to inter, thus the number of -frames
in the sequence would not vary.

III. FEEDBACK ADJUSTMENT OF THE PARAMETERS

As the encoding process is uncertain or cannot be precisely
modeled during the prediction phase, besides exploring for
more accurate models, another efficient way is using feedback
information to compensate prediction errors along the coding
process. To further improve the system performance, we dy-
namically adjust some coding parameters based on feedback
information during the coding process.

A. Weight Adjustment for Frame Types

, , and are weights for , and frames,
respectively, they are used in target bit allocation. To achieve a
smooth visual quality, after encoding an -frame or a -frame,

and are updated, while is fixed to 1.0. The
updating of and comprehensively considers sev-
eral factors: currently, average bits used in encoding previous

, or frames, and average coding qualities of previous ,
, or, frames. In principle, if the average coding quality of

previous coded -frames is lower than that of previous coded
-frames, we increase . Then next -frame to be coded

can be allocated more bits, thus its quality is improved gradually
to keep consistent with the average quality of -frames. On the
contrary, if the average PSNR of the coded -frames is higher
than that of the coded -frames, we decrease to get fewer
target bits for the next -frame, thus decrease its coding quality
gradually to keep close to the average PSNR of -frames.

Assuming the number of bits used in encoding a frame is
approximately in inverse proportion to the mean squared error
(MSE) between the original frame and the reconstructed frame,
namely, the more bits used in coding a frame, the less MSE is

(9)
where and are the MSE of and frames, re-
spectively, and represents the number of bits used in
coding a or frame. From the PSNR formula

we have

with

Here, and represent the PSNR of a and a
frame, respectively. Thus, we have the following relationship

from (9):

with (9a)
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Fig. 3. Buffer fullness using the fixed PID coefficients.

TABLE IV
ENCODING RESULTS OF SINGLE OBJECT RATE CONTROL (IPPP…PPP)

Based on the above theoretical analysis, we exploit the av-
erage bits used in coding previous frames, the difference of
PSNR values and an exponential relationship to adjust ,

as follows:

(10)

(11)

where , , and denote the average
number of bits used per frame in coding previous -frames,

-frames, and -frames, respectively; ,
, and are the corresponding av-

erage PSNRs. Considering the tradeoff between keeping the
algorithm stability and rapidly reflecting the influence of
scene’s variations, we empirically choose the window size
( ) to 30, the simulation results are not very
sensitive to this specific value of the window size. If is too

TABLE V
ENCODING RESULTS OF SINGLE OBJECT RATE CONTROL (IPPP…IPPP)

large, this adjustment is not effective; if it is too small, the effect
is too strong. According to (9a), should roughly be 4. In our
simulation, we find that can obtain better performance,
we finally empirically choose for conservative reason.

B. Weight Adjustment Among Multiple Objects

To achieve comparable and balanced quality among multiple
objects within a frame, or in other words, to avoid large percep-
tual quality differences among multiple objects, weight for each
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Fig. 4. Experimental results for QCIF sequences encoded at various bit rates (IPPP…IPPP).

object is further adjusted according to the PSNR difference of
previous coded VOPs. We can derive the following relationship
from the similar procedure as (9) and (9a):

with

where and represent the number of bits
used in coding or , respectively. Therefore, we
also exploit the difference of PSNR values and an exponen-
tial relationship to adjust the weight of in (12)
and (12a). We initialize to 1.0 for all , meaning that

each object has equal weight at the beginning of encoding, and
adopt the as a referential base, its weight is 1.0 for-
ever. for ( ) at time is
compared to the for , if is lower
than , the algorithm improves the weight of ,
thus obtains more target bits and thus achieves a higher
quality; otherwise, decreases to achieve lower quality. The
weight for is updated by

for
(12)
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Here, the tuning factor is selected to 4 theoretically and empir-
ically. Obviously, a further improvement could be easily made
to provide different priority levels for VOs

for
(12a)

where is the priority of . (dB) means a higher pri-
ority while (dB) corresponds to a lower priority. For ex-
ample, if one hopes the foreground object to have a PNSR
3 dB higher than that of the background object , one can
set .

C. Quantization Parameter Updating for VOP

The QP of VOP for an object is obtained directly by av-
eraging the QPs of its previous inter-coded VOPs, since the
coding type of VOP is intra-coded, different from inter-coded,
the PSNR for VOP is different from PSNRs for inter-coded
VOPs even if VOP uses the same QP as its previous inter-
coded VOPs. Thus, we cannot simply use the average QP of pre-
vious inter-coded VOPs to code VOP. To better maintain the
consistent quality between VOP and its previous inter-coded
VOPs, we add a bias to adjust the QP for VOP as fol-
lows:

(13)

where is the QP of the current ; is the
average QP of inter-coded VOPs before the current .
Considering QP is roughly inverse proportional to PSNR and
they have an approximately linear relationship in the local area,
we adopt the linear adjustment here. Initially, is 1.0 and
updated as

(14)

where is the coding time of the last VOP, is the
PSNR of the last VOP and is the average PSNR
of inter-coded VOPs before the last , is a tuning pa-
rameter. When the last VOP’s PSNR is higher than the av-
erage PSNR of its previous inter-coded VOPs, the QP for the
current VOP should be increased in order to lower its coding
quality. Otherwise, if the PSNR of an VOP is lower than the
average PSNR of inter-coded VOPs, the QP of VOP should
be decreased in order to increase its coding quality. This ad-
justs the quality of VOP to be closer to those of its previous
inter-coded VOPs. and are empirically chosen to be 3 and 16,
respectively, for all coding conditions, the simulation results are
not very sensitive to the specific values of and .

IV. DESCRIPTION OF THE RAPID RATE CONTROL ALGORITHM

Here, we illustrate the RAPID algorithm in Fig. 2 and sum-
marize it as the following steps.

Step 1) Initialize the parameters for the encoder.
Step 2) Estimate the number of initial target bits for a frame

using (1).

TABLE VI
ENCODING RESULTS OF SINGLE OBJECT RATE CONTROL (IBBP…IBBP)

Step 3) Adjust the initial target bits for a frame based on the
coding complexity and buffer occupancy using (3), (4),
and (5).

Step 4) Distribute target bits among multiple VOs in a frame
using (6).

Step 5) Calculate the quantziation parameter using (7) and (13).
Step 6) Encode frame/objects.
Step 7) Update R-D Model and adjust other parameters using

(10), (11), (12), and (14).
Step 8) Apply frame-skipping control, if necessary.
Step 9) Go to Step 2 until the end.

V. SIMULATION RESULTS

This section presents the performance of the proposed
RAPID algorithm. Simulations are based on a Momusys Codec
for the MPEG-4 Video Verification Model VM8.0 [12]. The
results achieved here are compared with those achieved using
the VM8 rate control algorithm suggested by the MPEG-4
visual standard. Since a skipped VOP is represented in the
decoded sequence by repeating the previously coded VOP
according to MPEG-4 core experiments, the PSNR of a skipped
VOP is computed by using the previous encoded VOP [9],
[16]. In all experiments, the buffer size is set to half of the
target bit rate , and the initial buffer occupancy is set to
half of the buffer size ( ) after coding the first frame. The
initial values of , , and are 3.0, 0.5, and 1.0,
respectively, and are dynamically adjusted during
the encoding process.
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TABLE VII
ENCODING RESULTS OF MULTIPLE OBJECT RATE CONTROL (IPPP…PPP)

TABLE VIII
ENCODING RESULTS OF MULTIPLE OBJECT RATE CONTROL (IPPP…IPPP)

A. Robustness of the PID Buffer Controller

In automatic control systems, three PID coefficients are usu-
ally constants and determined empirically depending on appli-
cation’s requirements. Generally speaking, increasing the pro-
portional coefficient can intensify the control power, but too
large may cause the control system unstable; the integral part
can eliminate the steady-state error, but may cause the system
overshoot or oscillate if is too large; the derivative part can
reduce the overshoot and improve transient properties, but it is
sensitive to noise. Therefore, it is important to select suitable
values for these coefficients. By exhaustive experiments, we em-
pirically set , and to 1.0, 0.25, and 0.3, respectively,
for various coding environments.

To examine the robustness of the PID buffer controller, we
adopt the fixed PID coefficients ( , ,

) to deal with various coding environments.

1) Encoding the representative sequence coastguard (qcif,
IBBP…IBBP, 15 fps, 112 kbps, intra_period is 15 frames)
at different target bitrates, results in Table II show that
RAPID has realized accurate target bitrates without frame

skipping using the selected PID parameters, implying that
the encoding performance are not very sensitive to these
coefficients at various target bitrates.

2) Encoding three representative sequences (qcif,
IBBP…IBBP, 15 fps, intra_period is 15 frames) with
typical characteristics: Mother_Daughter for slow mo-
tion, Stefan for fast motion, and the scene-change
sequence Foreman_Train which the first 57 frames are
from the “Foreman” and the remaining 93 frames are
from the “Train”, thus, scene change happens at the
58th frame. The results in Table III also indicate that
we have achieved accurate target bitrates without frame
skipping for different kinds of sequences. Furthermore,
from Fig. 3, one can see that buffer curves are very stable,
they are around the target buffer fullness with a small
fluctuation.

Hence, the most important conclusion that can be obtained
from these results is that the fixed PID coefficients are robust
enough and not very sensitive to different kinds of sequences
and target bitrates.
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Fig. 5. Experimental results for QCIF sequences encoded at various bitrates. (IBBP…IBBP).

B. Single-Object Rate Control

We have conducted three sets of experiments for single-ob-
ject RC. The target number of frames to be encoded is 150. All
the sequences are encoded at 15 fps with different temporal pre-
diction structures:

1) Only the first frame is -frame and the remaining frames
are all -frames (IPPP…PPP).

2) Both and frame types are used and the intra period is
set to 15 frames (IPPP…IPPP).

3) , and frame types are used, the intra period is set
to 15 frames, the number of -frames is set to 2 be-
tween two -frames or between -frame and -frame,
the number of -frames is set to 4 between two -frames
(IBBP…IBBP).

The structure (1) is the simplest case in RC since only -frames
needed to be controlled, and this is the general assumption in [9],
[11], and [13]–[15]. Table IV shows its encoding performance
for various sequences with one rectangular or arbitrary shape
VO.

Table V shows the encoding results for the structure (2). Fig. 4
shows PSNR, buffer occupancy, and bit allocation curves in de-
tail for several sequences.

Table VI shows encoding results for the structure (3) and
Fig. 5 presents some example curves.

By examining the results in Tables IV–VI, it is obvious that
RAPID achieves more accurate target bit rates and target frame
rate with usually higher average PSNRs when compared with
the VM8 solution.

Inspecting buffer fullness in these figures, our buffer curves
are usually smoother and closer to the target buffer fullness
when compared with those of VM8, they are always in the
safe range (lower than the frame skipping threshold) of the
buffer. One can see that RAPID almost overcomes the frame
skipping problem from Tables IV–VI. However, VM8’s buffer
occupancy curves are more fluctuated, for example, in Fig. 4(b),
three frames are skipped at the 54th, 91st, and 111th frames be-
cause their buffer fullness exceeds the frame skipping threshold
(80% buffer size), this indicates that VM8 has less control
ability and results in more frame skipping cases. The skipped
frames result in gaps on VM8’s bit allocation curves, as shown
in Fig. 4(c).

From a large number of tests, we find that VM8 is sensitive
to initial values of QP, unsuitable initial values of QP can result
in frame skipping, while RAPID is robust to initial QPs, which
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Fig. 6. Performance curves for News sequences (QCIF, 2VOs, 30 fps, 128 kbps, IP…IP).

can work within a wide range of initial QP values mostly without
frame skipping. In our experiments, initial values of QP are al-
ways selected for optimizing VM8, and then these initial values
of QP are also used in RAPID. In some cases the frame skip-
ping activity is frequent in VM8 solution, especially when the
target bit rate is very low. However, RAPID can deliver good
performance without or fewer frame skipping under the same
conditions.

Besides the objective and quantitative comparisons of simu-
lation results, subjective tests also exhibit improvement due to
the significant reduction of frame skipping, and the motion con-
tinuity is maintained.

Investigating the bit allocation curves, RAPID fluctuates
more than VM8 does, which is due to the different bit allocation
strategies: the target bits of the current frame in VM8 is set
to 5% of the number of bits used for coding the previous
frame plus 95% of the average number of the remaining bits
per frame, without taking into account the real complexity
of the current frame, thus the target number of bits for each
frame does not vary according to its characteristics, this may
cause visual quality varying since the complexity of the video
sequence may change along the coding time, while RAPID
considers the current frame’s complexity during target bit
estimation, and allows the target bits among frames varying

according to the complexities, trying to smooth the quality
fluctuation.

From Fig. 4(a) and (d), we observe that in the VM8 algorithm,
intra-coded frames typically have lower qualities than those of
inter-coded frames, and there are large fluctuations in PSNR
curves. This may due to the less efficient bit allocation strategy
of VM8. For example, in Fig. 4(c), even though the 15th -frame
can obtain obvious higher target bits (24376 bits) than its nearby
inter-coded frames, its PSNR is 29.99 dB, significantly lower
than its neighbor inter-coded frames (33.93 and 32.81 dB for
the 14th and 16th frames). In addition, we notice that, in some
cases, the target bits for -frames become fewer and fewer along
the coding process due to insufficient remaining bits available,
sometimes they are almost equal to the target bits for the nearby
inter-coded frames. Especially when the target number of bits
for both -frames and inter-coded frames are fewer than the
lower bound, VM8 impose the lower bound of target bits to
them, hence both -frames and inter-coded frames obtain the
same number of target bits, this may cause larger quality degra-
dation for -frames. Meanwhile the PSNR curves of RAPID
are smoother, indicating RAPID can handle -frames more ef-
ficiently. This is because we consider the frame’s complexity
during target bit allocation, and give up estimating target bits
for -frames; instead we just directly predict their QPs by (13)
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TABLE IX
PERFORMANCE OF SCENE-CHANGE PROCESSING

and (14). Due to no target bit allocations for -frames, the bit
allocation curves of RAPID are not continuous and gaps occur
at -frames’ positions, as shown in Fig. 4(c).

C. Multiple Object Rate Control

For MVO RC, the target number of VOPs to be encoded is
150, all the sequences are in QCIF format and encoded at 30
VOP/s with different temporal prediction structures.

1) Only first VOP is VOP and the remaining VOPs are all
VOPs (IPPP…PPP).

2) Both VOP and VOP are used, the intra period is set
to 15 VOPs (IPPP…IPPP).

Table VII shows results for structure (1), while Table VIII and
Fig. 6 present results coding in structure (2).

The results for MVO encoding with both structures also in-
dicate that the performance of RAPID is better than or at least
equal to the VM8 solution, similar to the situations in the single
object case.

One may notice that in some cases, due to the big PSNR gap
between two objects in VM8, the PSNR of one object in VM8
is much higher than that of the same object in RAPID, while the
other object’s PSNR in VM8 is lower than the same object’s
in RAPID, thus RAPID effectively decreases quality gaps be-
tween objects. For example, VO1 in the Container sequence is
a moving big boat while VO5 is a very small moving American
flag whose size is only one MB, one can see from Table VII,
when the target bitrate is 112 kbps, the average PSNR of VO1
is as low as to 31.81 dB, and VO5’s PSNR is as high as 47.32 dB
using VM8 RC, the quality difference between these two objects
is very large (15.51 dB); however, under the same settings, the
VO1’s PSNR is 33.82 dB while VO5’s PSNR is 33.87 dB using
RAPID, and the quality gap has been effectively reduced to 0.05
dB. Thus, RAPID obtains a balanced coding quality, indicating
our weight adjustment among MVOs is very useful. In other
examples (Bream and Children), RAPID also tries to avoid that
background objects have excellent qualities while foreground
objects have low qualities.

D. Scene-Change Processing

In order to test scene-change handling abilities of VM8
and RAPID, combined QCIF sequences are used, and the
frame rate is 15 fps. For example, for the combined sequence
“Mobile-Stefan”, the first 107 frames are from the “Mobile”
and the remaining 43 frames are from the “Stefan”, thus, scene

change happens at the 108th frame. If the number of intra
macroblocks exceeds 30% of the total number of macroblocks
in a frame [27], this frame is regarded as a scene-change frame.
Examining the results in Table IX, we can see that RAPID
can better deal with scene change without frame skipping as
compared with VM8. In Figs. 7(a) and 8(a), VM8 performs
poorly at the scene-change frame and its subsequent frames,
since it only utilizes information obtained from previously coded
frames in estimating target bits for the current frame, when
a scene change occurs, information obtained from previous
coded frames is no longer suitable for the current frame and
causes visual quality degradation in the frames following the
scene change. However, the visual qualities at the scene-change
frame and its following frames in RAPID are improved. In
addition, one can see the buffer overflows at the scene-change
frame in Fig. 7(b) for VM8. As a result, RAPID generally
obtains higher average PSNRs than VM8 through the whole
combined sequences. These results show RAPID improves the
ability to deal with scene change and can get better visual
quality. Figs. 7(c) and 8(c) are the bit allocation figures for
the scene-change sequences.

VI. CONCLUSION

In this paper, we have proposed a rate control scheme for ef-
ficient bit allocation for MPEG-4 video coding, which includes
a number of ideas: our scheme considers the coding complex-
ities for both objects and frames, and then performs bit alloca-
tion among frames and among objects within a frame based on
coding complexities; A PID buffer control mechanism is used to
promote the control ability; More important, the algorithm per-
forms a lot of feedback adjustments to improve the forecasting
accuracy, such as: weight adjustment for frame types, weight ad-
justment among multiple objects, QP adjustment for -frames.
The performance results for both single VO and multiple VOs
encoding authenticate that RAPID outperforms the VM8 solu-
tion by: 1) providing more accurate rate regulation; 2) achieving
better picture quality; 3) depressing quality fluctuation; 4) bal-
ancing PSNRs among both frames and multiple VOs; 5) main-
taining a more stable buffer level and reducing frame skipping;
and 6) improving the capability to deal with scene change. In
this paper, some parameters are fixed and set empirically. Re-
garding future work directions, we will continue our research on
developing intelligent methods to automatically estimate these
parameters from the data to be encoded, such as dynamically
deciding the sliding window size, adaptively changing control
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Fig. 7. Encoding performance of the combined “Foreman and Train” sequence with scene change at the 82th frame (QCIF, 128 kbps, IPPP…PPP, the intra-period
is 150 frames).

Fig. 8. Encoding performance of the combined “Mobile and Stefan” sequence with scene change at the 108th frame (QCIF, 256 kbps, IPPP…IPPP, the intra-period
is 15 frames).

parameters along the coding procedure, exploring more accurate
models and better adaptation methods, and developing more ad-
vanced rate control structure.
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