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Multiple Choice.  Write your answer to the LEFT of each problem.  3 points each 
 
1. Which of the following statements is true? 
 

A. A binary search tree may be assigned legal AVL balance factors if and only if it may be legally 
colored  as a red-black tree. 

B. If a binary search tree may be assigned legal AVL balance factors, then it may be legally colored 
as a red-black tree. 

C. If a binary search tree may be legally colored as a red-black tree, then it may be assigned legal 
AVL balance factors. 

D. No binary search tree may be assigned both legal AVL balance factors and be legally colored as a 
red-black tree. 

 
2. During which operation on a leftist heap may subtree swaps be needed? 
 

  A.  DECREASE-KEY B.  EXTRACT-MIN 
  C.  UNION  D.  All of A., B., and C. 

 
3. What is the worst-case number of rotations when performing deletion on an AVL tree? 
 

  A.  

€ 

Θ 1( ) B.  

€ 

Θ logn( )  C.  

€ 

Θ n( ) D.  No rotations are ever used 
 
4. Suppose you already have 15 different coupons when there are 20 coupon types.  What is the expected 

number of boxes for obtaining a coupon different from the 15 you already have? 
 

  A.  3  B.  4  C.  5  D.  15 
 
5. Path compression is used in which algorithm? 
 

A. DECREASE-KEY (e.g. CASCADING-CUT) for Fibonacci heaps 
B. FIND for disjoint sets 
C. UNION for disjoint sets 
D. UNION for Fibonacci heaps 

 
6. The balance factors in an AVL tree are computed as: 
 

A. heightright - heightleft 
B. same as the null path length in a leftist heap 
C. the difference of the number of nodes in the left and right subtrees 
D. the distance from a node to the root 

 
7. Which situation is true regarding a cascade cut that produces c trees for a Fibonacci heap? 
 

A. Both the actual and amortized costs are O(1). 
B. The actual cost is O(c).  The amortized cost is O(1). 
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C. The actual cost is O(1).  The amortized cost is O(c). 
D. The potential can become negative. 
 

8. Which change to a binary search tree preserves the inorder traversal property? 
 

A.  rotation 
B.  zig-zag 
C.  zig-zig 
D.  all of the above 

 
9. Which property does not hold for binomial heaps? 
 

A. DECREASE-KEY takes 

€ 

Ο 1( )  time. 
B. MINIMUM takes 

€ 

Ο logn( )  time. 
C. Performing n INSERT operations into an empty heap will take O(n) time. 
D. The number of trees is based on the binary representation of the number of stored items. 

 
10. Which problem may be addressed using the assignment problem? 
 

A. Optimal binary search tree 
B. Optimal hashing 
C. Perfect hashing 
D. Primary clustering 

 
11. Which of the following data structures offers similar capabilities and performance characteristics to 

skip lists? 
 

A. AVL trees 
B. Splay trees 
C. Treap 
D. Union-find with path compression 

 
12. Slow convergence toward the optimal fixed ordering is a property of which technique? 
 

A. Count 
B. Move-ahead-k 
C. Move-to-front 
D. Transpose 

 
13. How many inversions are there for the lists 1, 2, 5, 4, 3 and 2, 5, 4, 1, 3? 
 

  A.  2  B.  3  C.  4  D.  5 
 
14. The number of potential probe sequences when using double hashing with a table with m entries (m is 

prime) is: 
 

  A.  

€ 

Ο logm( )  B.  m  C.  

€ 

m m −1( )  D.  

€ 

m! 
 
15. When using Brent’s rehash during insertion, the number of previously inserted keys that may move is: 
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A. 1 
B. 2 
C. 

€ 

1
α

 
D. 

€ 

Hm , where m is the number of stored keys 
 
 
 
16. Suppose there are 20 coupon types for the coupon collecting problem and you have already obtained 

17 of the coupon types.  How many boxes of cereal do you expect (mathematically) to open to get the 
remaining three coupon types?  (5 points) 

 
CSE 5311                                                               Name  _______________________________________ 
Test 1 - Open Book 
Summer 2009                                                         Last 4 Digits of Student ID #  _____________________ 
 
 
1.  Give the range of possible heights for an AVL tree with 200 keys.  (10 points) 
 
2. Evaluate the following recurrences using the master method.  Indicate the case that is used for each. 

(10 points) 
 
a. 

€ 

T n( ) = T 0.7n( ) + n  
 
b. 

€ 

T n( ) = T 0.7n( ) +1 
 
c. 

€ 

T n( ) =16T n
2( ) + n3  

 
3. Construct the final optimal binary search tree (using Knuth’s root trick) and give its cost.  SHOW 

YOUR WORK.  (10 points) 
 
n=6; 

q[0]=0.12; 

key[1]=10; 

p[1]=0.12; 

q[1]=0.09; 

key[2]=20; 

p[2]=0.2; 

q[2]=0.03; 

key[3]=30; 

p[3]=0.1; 

q[3]=0.04; 

key[4]=40; 

p[4]=0.2; 

q[4]=0.0; 

key[5]=50; 

p[5]=0.01; 

q[5]=0.04; 
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key[6]=60; 

p[6]=0.03; 

q[6]=0.02; 

w[0][0]=0.120000 

w[0][1]=0.330000 

w[0][2]=0.560000 

w[0][3]=0.700000 

w[0][4]=0.900000 

w[0][5]=0.950000 

w[0][6]=1.000000 

w[1][1]=0.090000 

w[1][2]=0.320000 

w[1][3]=0.460000 

w[1][4]=0.660000 

w[1][5]=0.710000 

w[1][6]=0.760000 

w[2][2]=0.030000 

w[2][3]=0.170000 

w[2][4]=0.370000 

w[2][5]=0.420000 

w[2][6]=0.470000 

w[3][3]=0.040000 

w[3][4]=0.240000 

w[3][5]=0.290000 

w[3][6]=0.340000 

w[4][4]=0.000000 

w[4][5]=0.050000 

w[4][6]=0.100000 

w[5][5]=0.040000 

w[5][6]=0.090000 

w[6][6]=0.020000 

Building c(0,2) using roots 1 thru 2 

Building c(1,3) using roots 2 thru 3 

Building c(2,4) using roots 3 thru 4 

Building c(3,5) using roots 4 thru 5 

Building c(4,6) using roots 5 thru 6 

Building c(0,3) using roots 1 thru 2 

Building c(1,4) using roots 2 thru 4 

Building c(2,5) using roots 4 thru 4 

Building c(3,6) using roots 4 thru 6 

Building c(0,4) using roots 2 thru 2 

Building c(1,5) using roots 2 thru 4 

Building c(2,6) using roots 4 thru 4 

Building c(0,5) using roots 2 thru 2 

Building c(1,6) using roots 2 thru 4 

Building c(0,6) using roots ? thru ? 

Counts - root trick 31 without root trick 50 

Average probe length is ??? 

trees in parenthesized prefix 

c(0,0) cost 0.000000  

c(1,1) cost 0.000000  

c(2,2) cost 0.000000  
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c(3,3) cost 0.000000  

c(4,4) cost 0.000000  

c(5,5) cost 0.000000  

c(6,6) cost 0.000000  

c(0,1) cost 0.330000 10 

c(1,2) cost 0.320000 20 

c(2,3) cost 0.170000 30 

c(3,4) cost 0.240000 40 

c(4,5) cost 0.050000 50 

c(5,6) cost 0.090000 60 

c(0,2) cost 0.880000 10(,20) 

c(1,3) cost 0.630000 20(,30) 

c(2,4) cost 0.540000 40(30,) 

c(3,5) cost 0.340000 40(,50) 

c(4,6) cost 0.150000 60(50,) 

c(0,3) cost 1.200000 20(10,30) 

c(1,4) cost 1.200000 20(,40(30,)) 

c(2,5) cost 0.640000 40(30,50) 

c(3,6) cost 0.490000 40(,60(50,)) 

c(0,4) cost 1.770000 20(10,40(30,)) 

c(1,5) cost 1.350000 20(,40(30,50)) 

c(2,6) cost 0.790000 40(30,60(50,)) 

c(0,5) cost 1.920000 20(10,40(30,50)) 

c(1,6) cost 1.540000 40(20(,30),60(50,)) 

c(0,6) cost ??? ?????????????????? 

 

4. The hash table below was created using double hashing with Brent’s rehash.  The initial slot (

€ 

h1 key( ) ) 
and rehashing increment (

€ 

h2 key( ) ) are given for each key.  Show the result from inserting 9000 using 
Brent’s rehash when 

€ 

h1(9000) = 5  and 

€ 

h2(9000) = 4 .  (10 points) 
 
 
  key 

€ 

h1 key( )  

€ 

h2 key( )  
 
 0 
 
 1    
 
 2 5000 2 1 
 
 3 4000 3 4 
 
 4 3000 4 1 
 
 5 2000 5 5 
 
 6 1000 6 2 
 
  key 
 
 0 
 
 1  
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 2 
 
 3  
 
 4  
 
 5  
 
 6 
 
5. Suppose all 2k - 1 nodes, along with the sentinel, in a red-black tree are colored black.  Explain 
what will happen if any key is deleted.  (10 points) CSE 5311                                                                              
Name  ________________________________ 
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Multiple Choice.  Write your answer to the LEFT of each problem.  3 points each 
 
1. When performing selection in worst-cast linear time for n numbers, roughly how many column 

medians are computed in the first round? 
 

  A.  

€ 

W n
5( ) B.  

€ 

n
5   C.  m, the median-of-medians  D.  0.7n 

 
2. What data structure is used for the sweep-line status when detecting intersections among rectilinear 

rectangles? 
 

A. BST of points with x-coordinates as the key 
B. BST of points with y-coordinates as the key 
C. Interval tree 
D. Sorted array by ascending x-coordinates 

 
3. While constructing a suffix array for a sequence with n symbols by using radix sorts, sequence 

symbols are used in which of the radix sorts? 
 

  A.  All of them B.  None of them C.  The last one D.  The first one 
 
4. Constructing a suffix array for a sequence with n symbols by using the original Manber-Myers radix 

sort construction has this worst-case time: 
 

  A.  

€ 

Θ n( ) B.  

€ 

Θ n logn( )   C.  

€ 

Θ n2 
 
  

 
   D.  

€ 

Θ n2 logn 
 
  

 
  

 
5. In a maximum flow problem, the number of  augmenting paths in a flow decomposition is bounded 

by: 
 

  A.  V  B.  

€ 

Ο VE( )  C.  f  D.  E 
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6. Which of the following is not true regarding Strassen’s algorithm? 
 

A. It is not possible to have an asymptotically faster algorithm. 
B. It requires more space than the everyday method. 
C. It uses 

€ 

Θ nlg7 
 
  

 
  scalar additions when multiplying two n x n matrices. 

D. It uses 

€ 

Θ nlg7 
 
  

 
  scalar multiplications when multiplying two n x n matrices. 

 
7. What is the maximum number of times that an edge can become critical in the Edmonds-Karp 

method? 
 

  A.  Once B.  Twice C.  (V-2)/2  D.  VE 
8. The worst-case time to determine a longest (monotone) increasing subsequence for  a sequence of n 

numbers is: 
 

 A. 

€ 

Θ m + n( )   B.  

€ 

Θ n( )  C.  

€ 

Θ n logn( )      D.  

€ 

Θ n2 
 
  

 
  

 
9. Which of the following is NOT required when showing that problem B is NP-complete by a reduction 

from problem A? 
 

A. The reduction has an inverse that takes each instance of problem B to an instance of problem A. 
B. The reduction takes polynomial time. 
C. The reduction must be consistent for the decision results for each instance of problem A and and 

the corresponding instance of problem B. 
D. Problem A is NP-complete. 
 

10. On an augmenting path, a critical edge is: 
 

A. an edge with the minimum residual capacity 
B. an edge from the source 
C. an edge into the sink 
D. an edge that used to be saturated 

 
11. Which algorithm is defined using the notions of left-turn and right-turn? 
 

A. Closest points in 2-d space B. Graham scan 
C. Jarvis march   D. Suffix array construction 

 
12. The reduction from 3-sat to 3-colorability will give a graph requiring four colors when: 
 

A. The 3-sat instance is satisfiable. 
B. Removing one clause from the 3-sat instance will leave a satisifiable set of clauses. 
C. The 3-sat instance is unsatisfiable. 
D. The 3-sat instance is a tautology. 

 
13. Which of the following is not required before relabeling (“lifting”) a vertex to a new height? 
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A. Both breadth-first searches have been done. 
B. The vertex is overflowing. 
C. Any eligible edges for the present height have been saturated. 
D. The vertex is not the source or sink. 

 
14. When coloring the edges of a graph, a dc-path gets inverted because: 
 

A. d is a free color for all fan vertices. 
B. We are trying to minimize the number of colors used by the path. 
C. All edges in the fan will be colored with d or c. 
D. d is the free color for two fan vertices. 

 
15. The least general approximation result that can be achieved for an NP-hard problem is: 
 

A. Approximation Scheme 
B. Approximation Algorithm 
C. Fully Polynomial-time Approximation Scheme 
D. Polynomial-time Approximation Scheme 

 
16.  Give the style 2 KMP failure links for this sequence.  (5 points) 
 
 0 a 

 1 c 

 2 a 

 3 b 

 4 a 

 5 c 

 6 a 

 7 c 

 8 a 

 9 b 

10 a 

11 c 

12 a 

13 b 

14 a 

15 c 

16 a 

17 c 

18 a 

19 b 
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20 a 

21 c 

22 a 

23 c 

24 a 

25 b 
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1. Explain how to use the Z algorithm to determine the maximum overlap for a suffix of string X and a 

prefix of string Y.  For example, if X=“dogcatcat” and Y=“catcatdog”, then the maximum overlap 
would be “catcat”.  Do not explain details of the Z algorithm.  10 points 

 
2. Solve the following instance of Longest Common Subsequence using the method based on the 

Longest Strictly Increasing Subsequence problem.  (10 points) 
 
  0 1 2 3 4 5 6 7 
  a b d c d e b a 
 
  b c d c e d b a 
 
3. List the lift and push operations to solve for the maximum flow.  In addition, give a minimum cut.  (15 

points) 
 

s

a

d

c

b

e

t

1 4

5 2

3 2

2 1

 
 

4. Show that deciding whether an undirected graph is 5-colorable is NP-complete by a simple reduction 
from the 3-colorability problem.  In addition to your proof, give an example of your reduction on a 3-
colorable graph.  (15 points) 

 


