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Abstract— Extracting information and insights from large  web sites such as Amazon.cband Ebay, over bibliographic
databases is a time-consuming activity and has received con databases like DBL¥and for browsing document collectidhs
siderable research attention recently. In this demo, we preent However, current solutions for faceted search require ered

DynaCet - a domain independent system that provides effest fined t - the facets. Thi kes th uti
minimum-effort based dynamic faceted search solutions ove IN€d taxonomies over the facets. IS maxes the solutions

enterprise databases. At every step, Dynacet suggests face t00 time consuming to deploy as one must first develop a
depending on the user response in the previous step. Facetsuniversally acceptable taxonomy. In addition, they work pr
are selected based on their ability to rapidly drill down to the  marily for small number of facets, typically in the range &1
most promising tuples, as well as on the ability of the user t0 505 Thjs problem becomes particularly difficult in enterprise
provide desired values for them. The benefits provided inclde databases where each database can have hundreds ofexdtribut
faster access to information stored in databases while taikg into ) e
consideration the variance in user knowledge and prefereres.  (facets). Current faceted search solutions become irteféec
in such cases as they need to have a built-in taxonomy and
also do not easily support large number of facets. In fact,
during evaluations, we found static faceted search interfa
be inefficient and cumbersome for exploring databases with

FaC|I|tat|ng effective search for data records within \cGesta |arge facet sizes such as the Yahoo Auto dataﬁmCh has
warehouses is one of the primary challenges in recent yeassge number of attributes.
For example, the warehouse of a large financial institution |n this demo, we presemynaCet[2]- a middleware system
SUCh as a bank Contains information about |tS Customers, th_ﬁat sits between the user and the database and dynamica”y
accounts and transactions and so on. Data is usually orggggests facets for drilling down into the database. Thetfac
nized into multiple tables in such cases, each with numerogigggestion model is driven by our intent to provid®iaimum-
attributes (facets). These databases are used by en¢eupeiss effort database exploration solution for enterprise users. We
having diverse needs and expertise. For example, a datgstngbcus on a simple but intuitive metric for measuring effort:
might look for insights into customer behavior and hengge expected number of queries that the user has to answer in
needs to browse through a large subset of the database, Whitger to reach the tuples of interest
a customer service representative may only need to exeact frhe DynaCet Approach: The faceted search techniques de-
tuples to answer a customer query. In either case, users hg¥®ped by DynaCet will present the user with a set of queries
to formulate queries to get the required information. Ofrseu after every refinement step - where each query consists of an
if the relevant tuple is uniquely identifiable by an identifie attribute name and to which the user responds with a value
th|S problem iS triVial. But in most real app|icati0ns thEE'US from |ts domain. Our So|ution assumes a one-to-one mapp|ng
only has partial information about the tuple (e.g., perhiies petween attributes in the database and facets displayégto t
values of a few of its attributes) and thus it is necessary {@er. |deally, the refinement process terminates when aieniq
enable an effective search procedure. tuple has been isolated. We will elaborate our solutiongisin

In recent years, faceted search [1] has received considerahe example below.
research attention as an alternative to traditional qugryiExample: Consider a user searching for a movie in a
mechanisms (SQL for database and keyword search for MbvieDB(Name, Year, Genre, Director, Actor, Color, Lan-
systems). One of primary reason is its ability to let a useguage). The user may be interested in seeing a specific movie,
iteratively define the intended query by adding or removingut may only know a few of the attributes (such as an “action”
constraints (facet bindings) while browsing the data. This
considerably reduces the burden on the user, as she neeij!itpi//WWW-amazon-Com/
not create the perfect query upfront - often a problem mosg:“pf”www'ebay'com/

. . ttp://www.|3s.de/growbag/demonstrators.php

users face when querying over third-party data sources m’hos“http://flamenco.berkeley.edu/demos.html
underlying data distribution is hidden from the user. Intigar  shgtp:/mwww.miskatonic.org/library/facet-web-howtenti
ular, faceted interfaces are now available in many e-coroener °®http://autos.yahoo.com/
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movie by “Bruce Willis”); thus a search is necessary to narroindependent and requires read-only access to the undgrlyin

down the choicesa database, thus making it implementable over any database
A very simple faceted search interface is one where the usgstem.

is prompted an attribute (e.g., Actor), to which she resgond

with a desired value (e.g., “Bruce Willis"), after which the [emed
next appropriate attribute (e.g., Genre) is suggested iohwh |
she responds with a desired value (e.g., “Action”), and so on L u < Web Server \

Thus thefirst challengeis to judiciously select the facets to

be suggested, so that the user reaches the desired tupit(s) w
minimum effort The task then is to develop a faceted search Fetch the facets
solution that minimizes the average number of facets shown.
Variants of this problem have been considered in the coofext | =**™ __ __ _ ¢ _ _

interactive question-answering systems [3]. We adopt gleim | Facet Component
approximation algorithm from [3] based on constructing a | Facet
decision tree with minimum average height (construction of Senersen
an optimal decision tree is shown to be NP-complete). Each I ¢
node of the tree represents an attribute, and each edgedeadi | Consteron
out of the tree is labeled with a value from the attribute’s | 7N
domain. / \
However, current solutions (such as [3]) for building one | A \

such tree assumes that a user is able to answer question |
on any attribute equally well. This is inapplicable in many
situations; for example, a movie might be best disambiglate |
by specifying its Cinematographer, but in most instances th
user is unlikely to know the right value to bind this attribut
Hence, thesecond challengave have to deal with is the
problem of uncertainty in user knowledge in the facet salact ) ) )
process. In particular, the uncertainty over an attribefers /e have implemented our algorithms by leveraging the
to the probability of the user being able to provide a desir&flable decision tree framework Rainforest [4]. THecet
value for that attribute. We solve this challenge by extagdi G€nerationmodule supports two modes of exploration over
the decision tree model [3] to account for such attribuf@® facets Browse OnlyandSearch and Browsén theBrowse
uncertainties. Only mode a typical browsing session begins by showing

Our solution also works when the underlying data sourG¥99ested facets to the user. A user simply needs to select
provides aranked list of tuples. This is a novel problem©n€ of the facet values in order to move on to the next step in

area in faceted search and makes DynaCet the first solutfJWsing- In this mode, the entire database is to be explored
for this problem. We view the ranking as imposingskew hence the facet generation module uses pre-computedatecisi
over the user preferences for the selected tuples, and tH&ES- However, for theSearch and Browsenode, a more
DynaCet would select the facet that directs the user towtars dYnamic scenario is investigated. Here, a user can typicall
most preferred tuples as efficiently as possible. This itoes Pe9in her search session by specifying one or more of her
further complications since these tuple preferences (okgin Preferences in the form of a query. Next, the resultant tuple
may change as the faceted search progresses. set is retrieved by DynaCet and fa<_:e_ted search is enabled on
An additional challenge is raised by the fact that the facktat Set. Hence, in this case, decision trees are condructe
generation process must have real-time response. Thighap@"line over search results. Essentially, we build a pantes
when the user begins by asking an SQL or keyword query a &fh a few _lOOk ahead nodes and thgn stay in sync with
then wishes to switch to a faceted interface for browsing ghiae user while she is exploring _the partially constructed.tr .
result. Dynacet provides scalable implementations of radl tEaC_h of _these_ two abovg mentioned mode can also worl_< n
algorithms that uses principles of the Rainforest [4] framek  conunction with a Ranking component, where the Ranking

to avoid multiple scans over the database for building soala Module imposes akew over the user preferences for the
decision trees selected tuples. Different problem variants of DynaCet are

Il THE DYNACET SYSTEM discussed in more detail in [2].

The architecture of DynaCet and the flow of informatiof Pynamic Single-Facet Generation
through the system is illustrated in Figure 1. The front-end Essentially, a minimum-effort driven dynamic faceted
of the system is a web-based user interface which enabsemrch solution will involve building a decision tree that
user to build queries and provides navigational accesdlirgto identifies each tuple unambiguously by testing the atteibut
database. The back-end consists of two component§aitet values. Each node of the decision tree represents an atribu
Componenand theRanking ComponenDynaCet is domain and each edge leading out of the node is labeled with a value

Ranking Component

Fig. 1. Architecture of DynaCet



from the attribute’s domain as shown in Figure 2(b) (a tosuch that onlym attributes can be shown (where is less
movie database example). than the total number of attributes), the task is then tocsele
the best set ofn attributes such that the expected number
@ of tuples that can be disambiguated via this interface can be
rotr oo coler o d , maximized. Our Fixedn-Facets interface is designed towards

achieving this goal.

tt+| Al Pacino Drama Color

tp—J Gregory Drama Color Genre ‘ t, ‘ t; ‘ . .
Peck C. Supporting Skew introduced by Ranked Answers
3| Brad Pitt Drama Color Drama Thriller
o |APacine  Thiler |Blackewnte n We also explore whether faceted search procedures can
' work in conjunction withranking functions. This is a novel
(a) A small movies database (b) An optimal decision tree problem area, and to the best of our knOW|edge' has not

Fig. 2. A Small Movie Database and an Optimal Decision Tree ~ D€€N investigated before. Given a qu€lya ranking function
typically assigns relevance scorgg?), t) to all selected tuples
The intuition behind constructing such a decision tree is toand a ranked-retrieval system will score and return ongy th
make the attribute that disambiguates the maximum numliep- tuples.
of pairs of tuples as the root of the tree, where an attribyte  In our approaches, we make one assumption: that the
is said to disambiguate a pair of tuplest; if ¢;[I] # ¢;[]]. scores are normalized so that they are (a) positive, and (b)
Picking the attribute; as the root node partitions the databasg.; sciected vy @ 5(@-t) = 1. In other words, the ranking
D into disjoint tuple setd,,,, D,.,, ... ,DI‘DMZ‘, where each fu_r_wctio_n can pe imagined as inducing a non-uniform “proba-
D,, is the set of tuples that share the same attribute vajue bility distribution” over the selected tuples, such thg(, )
of A; andDom; is the domaif of 4;. Using this intuition, we represents the probability that tuplés preferred by the user.
seek to select as root attribute that minimizes the function ~We propose solutions to this problem by developing a
greedy heuristic that is motivated by our facet selection ap
Ambiguous(A;, D) = Z |D2,|(|De,|—1)/2 (1) proaches presented earlier. Since the problem is NP-ham ev
1<q<|Domy]| without a ranking function, this problem too is intractable

This process is recursively repeated for all sets, until each Assume that we are at a particular nodeof the deC|S|pn

set reduces to a single tuple. We incorporate the unceytai £e- _L_etQ be the current query at that _node. Th,QS IS

in user knowledge by assuming that users can respondt ﬁm't'a_l auery at the root, concatenated (i.e., AND'edfw

a question by either (a) providing the correct value for & conditions along the path from the ro_ot to Le_t D be

attribute, or (b) with a “don’t know”. In either case, the s the set of 'Fuples of the _databas‘e that satigtyin this case,

responds by suggesting a fresh attribute (facet). Detaillf &Y attributed;, function Ambiguous(A;, D) needs to be

solution approaches of DynaCet can be found at [2]. modified as follows:

) . Ambiguous(A;, D) = Z

B. Suggesting Multiple Facets 4 Domy
The solution above presents users with a single new facet

at each step. To improve seqrch eff_ectlveness, it may be Z S(Q.t) x S@Q.t) | (@)

preferable to present the user with multiple facets at etegh s

m-Facets SelectionDynaCet can suggest a setafFacets

at every step where is defined by the user. However, a usefhe quantity) ., S(Q,?) is the cumulative scores of all

is restricted to select only one of the facets for further tuples in D, and intuitively represents the probability that

refinement. The motivation behind such model is to reduwéen the user is at the root, she will prefer any of the tuples

the probability that a user will follow “don’t know” links. in D, .

Specifically, given the set of, attributesA” at the root, the  Extensions to selecting multiple facets at each step are

probability that a user will be unable to answer any of the similar.

questions i [ 4, 4» (1 — p1), wherep; is the probability that n

the user is able to provide the value fdy. This cumulative ) ) )

value is smaller than the “don’t know” likelihood for each N this demonstration we will showcase DynaCet's do-

attribute. Hence, we expect the navigation to be more efficign@n independent approach for efficiently generating dyoam
here. faceted search interfaces over databases. Figure 3 shmes th

Fixed m-Facets Interface: In certain applications usersViews of a faceted search interface developed over the INDB
would prefer to be presented with a single static interface, database. We W,'” give an end-to-end demonstration of the
which a reasonably large number of attributes are shown, daynacet system's ability to generate minimum-effort facet
the user assigns values to as many of the presented atrib§®ACh solutions that suppo8ingle Facet,m-Facets and

as she can. If the space available on the interface is restrict1xedm-Facetssuggestion algorithms. We will use IMDB and
Yahoo Auto dataset for this demonstration. DynaCet, our

"We assume only categorical attributes; thus numeric ateibare required
to be discretized in a pre-processing step. 8http://www.imdb.com

tit; €Dy ,i<]
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Fig. 3. Screen shot of DynaCet GUI

local copy of IMDB database (nearly attributes) and Yahoo Color="Color” which then results in only three dynamically
Auto dataset (more tha#0 attributes) can be queried by thegenerated facets being shown to the user.

user The upper right half of Figure 3 shows the parameté&aceted Search in Conjunction with Ranking Function:
setting interface of DynaCet through which users will beeablThe user will have an option of choosing an appropriate
to provide their choices. In general, the demonstration wilanking function from the list of available ranking funat®
focus upon two broad aspects of searcBrewse Onlyand (provided as a drop-down list). A comparative cost evabrati
Search and Browse between our proposed solution and a prior attribute orderin
Browse Only Mode: In this model, the user does not initiatemethod [5] will also be shown.

the search with a query - rather DynaSet will recommend
facet(s) for her. Consequently, a user is shawndifferent . . .
facets, to which she responds by selecting a value from onén this demonstration, we present I_DynaC_:gt - & domain inde-
of the facet domain (or a "don’t know”). Depending upon thgendent system that provides effective minimum-efforteblas

user response, the next set of facets are dynamically Sm\gi\gegynamic faceted search solutions over enterprise database

and the process repeats. The lower half of Figure 3 shows H)%naCet’s contributions include - (1) an efficient approémh

interface from a typical browsing session over IMDB usin e_neratlng facets for m|n|mum_-effort navigation over ente

DynaCet rise databases and (2) extensions that use uncertaintgisnod
This model takes the advantage of a pre-computed decis yer attrlbutes_ as well as skew in tuple preference intreduc

tree and thus results in good response time. We will al < ranked-retrieval models.

provide a comparative evaluation of our proposed solutions

with .Some existing at.mbUte selection technigues in theae- [1] E.Stoica, M.Hearst, and M.Richardson, “Automatingatien of hierar-

stration. The user will be allowed to choose theFacets or chical faceted metadata structures"NAACL-HLT 2007.

the Fixedm-Facets algorithm in this mode. [2] S. Roy, H. Wang, G.Das, U.Nambiar, and M.K.Mohania, “Miom-

Search and Browse Modein this mode the user will be able effort driven dynamic faceted search in structured datdasn CIKM,
) 2008.

to start the exploration phase by providing a query throughj v.T.chakravarthy, V.Pandit, S.Roy, P.Awasthi, and MiMnia, “Decision
the form interface. The upper left part of Figure 3 shows trees for entity identification: Approximation algorithmend hardness
the interface for querying. The query form shows only a fel%{J results,” inPODS 2007.

. . J.Gehrke, R.Ramakrishnan, and V.Ganti, “Rainforestframework for
attributes from among the total set of attributes. A larger fast decision tree construction of large datasets DMKD, 2000.

set can be seen by going fadvanced SearcHn the figure, [5] G.Das, V.Hristidis, N.Kapoor, and S.Sudarshan, “Oimfgrthe atributes
the user has asked for movies with Language=“English” and ©°f uery results” inSIGMOD, 2006.
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