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Abstract. A major cost in executing queries in a distributed database system is the data transfer cost incurred in
transferring relations (fragments) accessed by a query from different sites to the site where the query is initiated.
The objective of a data allocation algorithm is to determine an assignment of fragments at different sites so as
to minimize the total data transfer cost incurred in executing a set of queries. This is equivalent to minimizing
the average query execution time, which is of primary importance in a wide class of distributed conventional as
well as multimedia database systems. The data allocation problem, however, is NP-complete, and thus requires
fast heuristics to generate efficient solutions. Furthermore, the optimal allocation of database objects highly
depends on the query execution strategy employed by a distributed database system, and the given query execution
strategy usually assumes an allocation of the fragments. We develop a site-independent fragment dependency
graph representation to model the dependencies among the fragments accessed by a query, and use it to formulate
and tackle data allocation problems for distributed database systems based on query-site and move-small query
execution strategies. We have designed and evaluated evolutionary algorithms for data allocation for distributed
database systems.

Keywords: data allocation, distributed database systems, query processing, optimal allocation, mean field
annealing, genetic algorithm, simulated evolution, neighborhood search

1. Introduction

Distributed database systems have been a phenomenal success in terms of facilitating orga-
nization and processing of large volume of data. Distributed relational database technology
is nearly two decades old and has developed the main ideas of maintaining consistency of
distributed data and querying data. Recently, with the advent of multimedia and hypermedia
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data that are either too large and/or inherently distributed, handling distributed data becomes
an issue of paramount importance. In a distributed database system, a query requires data to
be accessed from one or more sites. The cost of executing the query depends on the location
of the query as well as the data. Specifically, the data locality of a query determines the
amount of data transfer incurred in processing the query; the higher the data locality the
lower the data transfer costs. Thus, one is faced with the data allocation problem, the aim
of which is to increase the data locality. Given a set of queries accessing a set of data frag-
ments, a data allocation algorithm allocates these fragments to the sites of the distributed
database system so as to minimize the total data transfer cost for processing the queries. In
a distributed database system, a data fragment or simply fragment, corresponds to a relation
or horizontal/vertical fragment of a relation, a multimedia data object like an audio file or
video clip, or a hypermedia document like a web page. Hence, by using a generic notion of
a fragment, we formulate the problem of data allocation, and develop algorithms that can
solve the problem for specialized applications by incorporating the dependencies between
query processing and data allocation.

Optimal allocation of fragments is, however, a complex problem as there exists a mutual
interdependency between the allocation scheme (which gives the location of each of the
fragments at various sites of a distributed database system) and the query optimization
strategy (which decides how a query can be optimally executed given an allocation scheme).
The fragment dependency graph models the dependencies between the fragments and the
amount of data transfer incurred to execute a query. A fragment dependency graph (as
shown in figure 1) is a rooted directed acyclic graph with the root as the query execution
site (Site(Q) in figure 1) and all other nodes as fragment nodes (site(G), etc., in figure 1)
at potential sites accessed by the query. A directed edge between one node to another is
labelled with the amount of data transfer incurred if the fragments at these nodes are located
at different sites. Note that the amount of data transferred (for example, size(G′′)) depends
on the query being processed and can be less than the size of the fragment accessed (that
is, size(G′′) < size(G)). The aim of a data allocation algorithm is to fix the sites where
the fragments are located so as to minimize the total data transfer cost, under the storage
constraints (i.e., the maximum number of fragments that can be allocated at a site) at each
of the sites.

Figure 1. A fragment dependency graph (FDG).
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A data allocation algorithm takes the following parameters as inputs: (i) the fragment
dependency graphs, (ii) unit data transfer costs between sites, (iii) the allocation limit on the
number of fragments that can be allocated at a site, and (iv) the query execution frequencies
from the sites. The objective of this work is to design fast and efficient algorithms that
can generate minimum total data transfer cost allocation schemes. We consider only non-
redundant data allocation (i.e., each fragment is allocated to exactly one site). However, it
should be noted that straightforward techniques are available for replicating the fragments
in distributed database system [8] once a non-redundant allocation scheme is known.

Consider, for example, a distributed database system with four sites and two types of
queries, as illustrated in figure 2. The network transportation costs and the query dependency
graphs are shown in the figure. The problem is to allocate four data fragments to the four
fully-connected sites such that the total data transfer cost for both the queries is minimized.
Note that each query may have a different frequency of access at each site; that is, at
some sites, a query may be invoked more frequently than at other sites. Thus, the total
data transfer required for processing queries can be considerably different for various data
allocation patterns. As will be shown subsequently, finding the best data allocation pattern
is a complex problem even for small instances. Indeed, the data allocation problem for a
distributed database system is known to be NP-complete in general [9, 11, 12, 19], and
thus, optimal solutions cannot be found in a reasonable amount of time even for moderate
sized problems. This objective of this paper is to introduce evolutionary and search-based
heuristics for solving the data allocation problem aiming to obtain high quality solutions
with fast turnaround times.

The rest of the paper is organized as follows: In the next section, we provide an overview of
previous work done in this area. Section 3 elaborates the data allocation problem. Section 4

Figure 2. Distributed multimedia database network and data fragment dependency graphs for two queries. (a)
A distributed database network. (b) The data fragment dependency graph for a query. (c) The data fragment
dependency graph for another query.
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introduces the algorithms proposed in this paper. Section 5 describes the environment for
empirical evaluations for the proposed algorithms and presents the experimental results.
Section 6 concludes the paper, and highlights some future research directions.

2. Related work

A variation of the data allocation problem has been studied in the context of the file allocation
problem in a distributed computer system. The file allocation problem, however, does not
take into consideration the semantics of the processing being done of files, whereas the data
allocation problem must take into consideration the interdependencies among accesses to
multiple fragments by a query. Chu [9] studied the problem of file allocation with respect
to multiple files on a multiprocessor system, and presented a global optimization model
to minimize overall processing costs under the constraints of response time and storage
capacity with a fixed number of copies of each file. Casey [6] distinguished between updates
and queries on files. Eswaran [11] proved that Casey’s formulation is NP-complete, and
suggested an efficient heuristic.

Ramamoorthy and Wah [28] analyzed a file allocation problem in the environment of a
distributed database and developed an approximate algorithm for a simple file allocation
problem and a generalized file allocation problem. Ceri et al. [7] considered the prob-
lem of file allocation for typical distributed database applications with a simple model for
transaction execution taking into account the dependencies between accesses to multiple
fragments. Frieder and Siegelmann [12] have recently suggested a proof that the multipro-
cessor document allocation (MDAP) problem is NP-complete. In their MDAP formulation,
they assume that there are a number of distinct documents, which are agglomerated into
several clusters, to be allocated to a number of homogeneous processors. The MDAP prob-
lem is reduced to the binary Quadratic Assignment Problem (an NP-complete problem [13])
in polynomial time. Frieder and Siegelmann then proposed a simple genetic algorithm to
solve the problem heuristically. It should be noted that the MDAP problem does not consider
the query structures of accessing the documents; whereas in the present paper, the queries
are modeled as directed data transfer graphs which play a vital role in the data allocation
problem considered.

Apers [1] considered the allocation of the distributed database to the sites so as to minimize
total data transfer cost, and devised a complicated approach to allocate relations by first
partitioning them into innumerable number of fragments, and then allocating them. Apers
did integrate the system dependent query processing strategy with the logical model for
allocating the fragments. But the drawback is that the fragmentation and allocation problems
are addressed together. That is, the fragmentation schema must be one of the outputs of the
allocation algorithm. This curtails the applicability of this methodology when fragmentation
schema is already defined and allocation scheme must be generated.

Cornell and Yu [10] proposed a strategy to integrate the treatment of relation assignment
and query strategy to optimize performance of a distributed database system. Even though
they took into consideration the query execution strategy, their linear programming solution
is rather complicated. Another problem in their approach is the lack of simplicity in both
the incorporation of the query execution strategy and the solution procedure. A few other
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linear programming formulations have also been proposed for the data allocation problem
[14, 27]. The main problem with these approaches is the lack of modeling of the query
execution strategy. Lin et al. [15] developed a heuristic algorithm for minimum overall data
transfer cost, by considering replicated allocation of fragments and both read and update
transactions.

In [18] and [19], we developed a framework for query driven data allocation algorithms
in the context of both distributed multimedia database systems and distributed relational
database systems. The goal was to evaluate the effectiveness of the hill-climbing data
allocation algorithm for two specific query execution strategies, namely, move-small and
query-site. In this paper, we develop an uniform framework for modeling data allocation
problem, and facilitate generic solutions to this problem. Further, we present an exhaustive
study of evolutionary data allocation algorithms concentrating on quality of solution, time
and space complexity. In particular, we have proposed four different algorithms, each based
on different heuristics, and evaluate their results by comparing against the optimal exhaustive
enumeration solution.

3. The data allocation problem

In this section, we discuss in detail the data allocation problem and characterize the under-
lying distributed multimedia database system. Table 1 summarizes the key notations used
in our discussion.

Consider a distributed database system with m sites, with each site having its own pro-
cessing power, memory, and a local database system. Let Si be the name of site i where
0 ≤ i ≤ m − 1. The m sites of the distributed multimedia database system are connected by
a communication network. A link between two sites Si and Si ′ (if it exists) has a positive
integer cii ′ associated with it representing the cost for a unit data transferred from site Si to
site Si ′ . If two sites are not directly connected by a communication link then the cost for unit
data transferred is given by the sum of the cost of links of a chosen path from site Si to site
Si ′ . Let Q = {q0, q1, . . . , qn−1} be the most important queries accounting for say more than
80% of the processing in the distributed database system. Each query qx can be executed
from any site with a certain frequency. Let aix be the frequency with which query qx is
executed from site Si . The execution frequencies of n queries at m sites can be represented
by a m × n matrix, A. Let there be k data fragments, named {O0, O1, . . . , Ok−1}.

3.1. Query representation

The data allocation problem is difficult because of the mutual interdependency between
the query execution strategy (decided by the query optimizer) and the allocation of the
fragments. The optimal allocation of the fragments depends on a given query execution
strategy and the optimal query execution strategy depends on a fixed materialization of
the fragments (i.e., fixing the location of the fragments accessed by the query). The main
problem in deciding on the optimal allocation is the lack of a representational model of
the dependencies among the fragments accessed by the query. These dependencies arise
because of the partitioning of the relations into fragments and/or access to multiple relations
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Table 1. Definitions of notations.

Symbol Definition

m The number of sites in the network

Si The i th site

k The number of data fragments in the distributed database system

O j The j th data fragment

n The number of queries

Q The set of queries

qx The x th query

A The access frequencies matrix

aix The access frequency of the x th query at site i

C The unit transportation cost matrix of the network

cii ′ The unit transportation cost from site i to site i ′

l The allocation limit vector of the sites

li The allocation limit of site i

R The query data transfer size matrix

rx j The query data transfer size of the x th query of data fragment j

U The site data transfer size matrix

u j j ′ The site data transfer size of data fragment j to site j ′

D The data fragment dependency matrix

di j The size of the data from data fragment i to the site where data fragment j is located

t The total data transfer cost

by a query. We use the distributed query decomposer and data localization algorithms
[22] to decompose a distributed query into a set of fragment queries. This decomposed
query incorporates the dependencies between fragments. These dependencies model binary
operations (like join, union) between the fragments that need to be processed in order to
execute the distributed query. We estimate the sizes of the intermediate relations generated
after executing the unary and binary operations by making use of the database statistics
(like, cardinality and lengths of tuples of the fragments/relations) available from the system
catalog. Since we are incorporating distributed query processing, the query decomposition
and data localization phases eliminate access to irrelevant fragments and generate a concise
decomposed query operator trees on fragments. In the distributed query optimization and
execution phase optimal binary operation orderings are based on a query execution strategy.
A query execution strategy can be:

1) Move-Small: If a binary operation involves two data fragments located at two different
sites then ship the smaller data fragment to the site of the larger data fragment.

2) Query-Site: Ship all the data fragments to the site of query origin and execute the query.

Note that the objective of data allocation is to minimize the total data transfer cost to
process all the queries by using one of the above query execution strategies. The first aim
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of data allocation is to maximize the locality of the fragments for executing the queries.
The second aim is to incorporate the query execution strategy when a query needs to access
fragments from multiple sites and reduce the total data transfer cost to process all the queries.

3.2. The data transfer cost model

The data fragment dependency graph of every query models two types of data transfer cost.
The first type of cost is due to moving the data from the sites where the data fragments are
located to the site where the query is initiated. The second type of cost is due to moving
the data from the site where one data fragment is located to the site where another data
fragment is located. In this case, the size of the data fragment required by every site does
not vary with the location of other data fragments as there is no dependency between the
data fragments accessed by the query. This is true in the case of query-site query processing
strategy, and the top level of the data fragment dependency graphs.

Let rx j be defined as the size of data of data fragment O j needed to be transported to
the site where qx is initiated. The corresponding matrix is R of size n × k. Note that this
incorporates the top level of the data fragments dependency graph. Let there be a query qx

initiated from site Si , aix times in an unit time interval. Let U be a m × k matrix where ui j

gives the amount of data needed to be transferred from the site where data fragment O j is
allocated to the site Si where the queries are initiated. That is,

ui j =
n−1∑
x=0

aix · rx j

And in matrix representation,

U = A · R

The second type of data transfer cost corresponds to the deeper levels of the data fragments
dependency graph. The data is transported from the site where one data fragment is located
to the site where the other data fragment is located in order to perform binary operation
involving two (or more) different data fragments. In this case, the amount of data of a data
fragment required by a site varies with the allocation of other data fragments. Let d j j ′ define
the size of data from data fragment O j that needs to be transported to the site where O j ′

is located so as to execute some binary operation. Let the corresponding matrix, k × k, be
D. But this is dependent on the query that is to be processed. Therefore, for each query we
need to extract the information about how much data needs to be transferred from site where
one data fragment is located to the site where another data fragment is located given that
both the data fragments are accessed by the query. This information is extracted by the data
fragments dependency graph generator which processes the query operator trees on data
fragments by applying a query execution strategy and is represented in the data fragment
dependency graph.

Let δx
j j ′ be the data size of O j needed to be transported to the site where O j ′ is located to

process qx . And let the corresponding matrix be ∇x . Then the amount of data that needs to
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be transported from the site where O j is located to the site where O j ′ is given by:

d j j ′ =
n−1∑
x=0

(
m−1∑
i=0

aix

)
δx

j j ′

And in matrix representation,

D =
n−1∑
x=0

(
m−1∑
i=0

aix

)
∇x

Let site(O j ) denote the site where data fragment O j is located. Then, the total trans-
portation cost, t , is given by:

t =
k−1∑
j=0

k−1∑
j ′=0

csite(O j ),site(O j ′ ) · d j j ′ +
m−1∑
i=0

k−1∑
j=0

ci,site(O j ) · ui j

where the first term gives the data transfer cost incurred to process the binary operations
between the data fragments located at different sites, and the second term gives the data
transfer cost incurred to transfer the results of the binary operations of data fragments to the
site where the query is initiated. The objective in data allocation problem is to minimize t
by altering the function site(O j ) (which maps a data fragment to a site).

To illustrate, let us consider the scenario shown earlier in figure 2 in which four data
fragments are to be allocated to a four-site network given that there are two queries. The
access frequencies of the query 0 and query 1 for the four sites are given by:

A =




0 49

50 43

0 0

45 0




Thus, the total access frequencies of each query are 95 and 92, respectively, and hence
the data fragment dependency cost matrix is given by:

D =




0 1196 0 0

0 0 0 2090

3128 0 0 3705

0 4600 0 0




Suppose that the query data transfer size matrix is given by:

R =
[

0 0 95 13

0 15 49 0

]
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Thus, the data fragment allocation cost matrix is then given by:

U = A × R =




0 49

50 43

0 0

45 0




[
0 0 95 13

0 15 49 0

]
=




0 735 2401 0

0 645 6857 650

0 0 0 0

0 0 4275 585




4. Proposed data allocation algorithms

The data allocation problem is NP-complete in general [11] and thus requires heuristics that
are fast and are capable of generating high-quality solutions. Developing an efficient heuris-
tic highly depends on the query execution strategy employed by the distributed database
system. This is because different query execution strategies have different data fragment
migration patterns. We develop solutions for the data allocation problem when query-site
and move-small query execution strategies are respectively used by the distributed database
management system and the multimedia data provider.

We propose four heuristics on search techniques that have shown considerable potential
in solving a wide range of other optimization problems [24, 30]. The first algorithm is
based upon a traditional genetic algorithm. The second algorithm is based upon simulated
evolution technique, which, as opposed to traditional genetic algorithms, relies on crossover
and encode the information in the solution domain. Furthermore, the simulated evolution
algorithm uses mutation as the primary search mechanism and encode information in the
problem domain. The third algorithm is based upon a technique that is a combination of
neural networks and simulated annealing. The fourth algorithm is based upon a random
search technique. These algorithms are described as follows.

4.1. The genetic algorithm

Genetic algorithm (GA) based search methods [16, 17, 21, 30] are inspired by the mecha-
nisms of natural genetics leading to the survival of the fittest individuals. Genetic algorithms
manipulate a population of potential solutions to an optimization problem [30]. Specifically,
they operate on encoded representations of the solutions, equivalent to the genetic material
of individuals in nature, and not directly on the solutions themselves. In the simplest form,
solutions in the population are encoded as binary strings. As in nature, the selection mech-
anism provides the necessary driving force for better solutions to survive. Each solution is
associated with a fitness value that reflects how good it is, compared with other solutions
in the population. The higher the fitness value of an individual, the higher the chance of
survival in the subsequent generation. Recombination of genetic material in genetic algo-
rithms is simulated through a crossover mechanism that exchanges portions between strings.
Another operation, called mutation, causes sporadic and random alternation of the bits of
strings. Mutation also has a direct analogy with nature and plays the role of regenerating
lost genetic material.

In the proposed genetic algorithm for the data allocation problem, we encode the assign-
ment of each data fragment in a binary representation. For example, if a data fragment is
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assigned to site 3, then its assignment value is 11. The assignment value of all the data
fragments are concatenated to form a binary string. Each binary string then represents a
potential solution to the data allocation problem. The fitness of the string is simply the
cost of the allocation. The selection mechanism is implemented as a simple proportionate
selection scheme: a string with fitness f is allocated f/( f̄ ) offspring, where f̄ is the aver-
age fitness value of the population. A string with a fitness value higher than the average is
allocated more than one offspring, while a string with a fitness value lower than the average
is allocated less than one offspring.

Crossover is another crucial operation of a GA. Pairs of strings are picked at random
from the population to be subjected to crossover. We use the simple single point crossover
approach. Assuming that L is the string length, the algorithm randomly chooses a crossover
point that can assume values in the range 1 to L − 1. The portions of the two strings
beyond this crossover point are exchanged to form two new strings. The crossover point
may assume any of the L − 1 possible values with equal probability. Note that crossover
is performed only when a randomly generated number in the range is greater than a pre-
specified crossover rate pc (also called the probability of crossover); otherwise, the strings
remain unaltered. The value of pc lies in the range from 0 to 1. In a large population, pc

gives the fraction of strings actually crossed.
After crossover, strings are subjected to mutation. Mutation of a bit is to flip a bit. Just as

pc controls the probability of a crossover, another parameter, pm (the mutation rate), gives
the probability that a bit will be flipped. The bits of a string are independently mutated. That
is, the mutation of a bit does not affect the probability of mutation of other bits. Mutation
is treated as a secondary operator with the role of restoring lost genetic material.

The genetic algorithm for the data allocation problem is described below.

Genetic Data Allocation Algorithm:
(1) Initialize population. Each individual of the population is a concatenation of the

binary representations of the initial random allocation of each data fragment.
(2) Evaluate population.
(3) no of generation = 0
(4) WHILE no of generation < MAX GENERATION DO
(5) Select individuals for next population.
(6) Perform crossover and mutation for the selected individuals.
(7) Evaluate population.
(8) no of generation ++;
(9) ENDWHILE
(10) Determine final allocation by selecting the fittest individual. If the final allocation

is not feasible, then consider each over-allocated site to migrate the data fragments
to other sites so that the increase in cost is the minimum.

The time complexity of the GA allocation approach is O(GN p(k2 + km)), where G is
the number of generations and Np is the population size.

For the small allocation problem shown eariler in figure 2, the initial chromosome of
the GA is depicted in figure 3(a). After the iterative applications of the genetic operators, the
final solution is represented by the chromosome shown in figure 3(b), which represents the
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Figure 3. The initial and final chromosomes of the GA. (a) Initial chromosome and (b) Final chromosome.

allocation: data fragment 0 to site 2, data fragment 1 to site 1, data fragment 2 to site 1, and
data fragment 3 to site 2. The total allocation cost is 67,378. The time taken using a Sun
Ultra workstation is 474 seconds.

4.2. The simulated evolution algorithm

This variant of the traditional genetic algorithm is called problem-space simulated evolution
[18, 19]. Simulated annealing, genetic algorithms, and evolutionary strategies are similar
in their use of probabilistic search mechanism directed toward decreasing or increasing
an objective cost function. These three methods have a high probability of locating the
global solution optimally in a search profile, despite that a multimedia cost function has
several locally optimal solutions. However, each method has a significantly different mode
of operation: Simulated annealing probabilistically generates a sequence of states based on a
cooling schedule to ultimately converge to the global optimum. Evolutionary strategies use
mutations as search mechanisms and selection to direct the search toward the prospective
regions in the search space. Genetic algorithms generate a sequence of populations by using
a selection mechanism, and use crossover and mutation as search mechanisms.

The principal difference between a genetic algorithm and an evolutionary strategy is
that the former relies on crossover, a mechanism of probabilistic, and useful exchange of
information among solutions to locate better solutions, while the latter uses mutation as the
primary search mechanism. Furthermore, in the proposed scheme the chromosomal repre-
sentation is based on problem data, and solution is generated by applying a fast decoding
heuristic (mapping heuristic) in order to map from problem domain to solution domain.
The generic problem-space simulated evolution is as below.

Simulated Evolution Data Allocation Algorithm:
(1) Construct the first chromosome based on the problem data and perturb this chro-

mosome to generate an initial population;
(2) Use the mapping heuristic to generate a solution for each chromosome;
(3) Evaluate the solutions obtained;
(4) no of generations = 0;
(5) WHILE no of generations < MAX GENERATION DO
(6) Select chromosomes for next population;
(7) erform crossover and mutation for these set of chromosomes;
(8) Use the mapping heuristic to generate a solution for each chromosome;
(9) Evaluate the solutions obtained;
(10) no of generations = no of generations + 1;
(11) ENDWHILE
(12) Output the best solution found so far;
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Chromosomes: The chromosome structure is as follows:

a genes b genes

where the number of genes in a = total allocation limit, and number of genes in b = total
number of fragments.

For a, each gene is a single bit. A value of 1 indicates that the corresponding allocation
space is allowed to be used for this chromosome. Otherwise, if the bit is 0, the space cannot
be used. This reduces the effective allocation limit for each sites. For b, each gene is an
integer which represents the priority of the fragment to be considered; a large value means
high priority and a small value means low priority.

Using the network transportation cost matrix C , query access frequencies and the data
transfer sizes, we can compute a data fragment-site allocation cost matrix, denoted by U ′,
which is given by:

U ′ = C × U

That is, each entry of U ′, denoted by u′
ij, represents the site allocation cost incurred if data

fragment j is allocated to site i .
For the allocation example shown in figure 2, U ′ is given by:

U ′ = C × U

=




0 4 3 9

4 0 1 8

3 1 0 9

9 8 9 0







0 735 2401 0

0 645 6857 650

0 0 0 0

0 0 4275 585


 =




0 2580 65903 7865

0 2940 43804 4680

0 2850 52535 5915

0 11775 76465 5200




In the Simulated Evolution algorithm, the first chromosome in the initial population is
constructed from the information of the table of u′

i j which, as mentioned above, represents
the cost of allocating fragment j to site i . For each fragment j , we calculate

χ j =
m∑

i−1

u′
i j

The purpose is to minimize the allocation cost by giving a higher priority to the fragment
with larger χ j (a large value of χ j means that this fragment will use more transmission time
(cost)). Thus, we simply assign χ j as the genes for each fragment position in part b of the
first chromosome in the initial population.

All of the genes in part a of the chromosomes are set to 1 for the first chromosome in the
initial population since this is the allocation limit of the original problem. For the remaining
chromosomes in the initial population, the genes in a are chosen randomly as 0 or 1. The
genes in b are perturbations of the first chromosome’s corresponding genes in b. Notice that
for genes in a, we must check whether the new effective allocation limit is enough for all
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fragment to be allocated. This can be done simply by counting the number of 1’s in a and
by checking that this sum is greater than or equal to the total number of fragments k.

Mapping heuristic: For each chromosome, we find a solution by allocating fragment j
with the highest priority to the site i such that u′

i j is smallest for all u′
x j , 1 < x < m. If the

effective allocation limit embedded in the genes in part a of the chromosome for that site is
exceeded (the site is already saturated), we allocate this fragment to the site with the next
smallest value of u′

i j for all u′
y j , 1 < y < m, y �= x . It is guaranteed that the fragment can be

allocated to some site since we have checked that the total allocation limit is greater than
or equal to the total number of fragments for every generation of chromosome. We then
continue the process for the next fragment with the highest priority among fragments not
yet allocated.

Cost and fitness function: For each chromosome, the cost function is the total transmis-
sion cost after allocating all the fragments to some site using the mapping heuristic. The
calculation of this transmission cost will consider both fragment dependencies and fragment
sizes needed by each site. The fitness value for the chromosome is calculated as

f (i) = (MaxCost − Cost(i))τ∑Np

i=1(MaxCost − Cost(i))τ

where Np is population size, MaxCost is the maximum cost among the chromosomes in the
population, and τ is the convergence factor used for controlling the rate of convergence.

Genetic operators: The two genetic operators are selection and crossover. To illustrate
these, let the two chromosomes under the crossover operator be c1 and c2. Assume that the
cutting position is at z, that is,

c1 : c12c12 and c2 : c21c22

where number of genes in c11 and c21 are z. Then the two new chromosomes after the
crossover are,

c′
1 : c12c12 and c′

21c22

For genes in a, mutation sets the value to either 1 or 0. For genes in b, perturbing the
value in the gene by adding a randomly chosen value from −η to µ ( η and µ are set as the
maximal value of b-genes divided by 4 in this chromosome. We must check the validity of
the effective allocation limit for each chromosome here also (i.e., the sum of 1’s for genes
in a ≥ k, the number of fragments).

Unlike the previous algorithm, there is no need for checking the validity of the final
solution since we explicitly encode the information of allocation limits in the chromosomes
and ensure that these limits will not excess for all solution obtained. The time complexity of
the problem-space simulated evolution algorithm, like the GA, is O(GP(k2 + km)), where
G is the number of generations and P is the population size.

For the allocation example shown in figure 2, the initial chromosome of the SE algorithm
is depicted in figure 4. Similar to the GA, with the iterative application of crossover, mutation
and selection, the final solution converges to the allocation: data fragment 0 to site 1, data
fragment 1 to site 2, data fragment 2 to site 1 and data fragment 3 to site 2. The total
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Figure 4. The initial chromosome of the SE algorithm.

allocation cost of this solution is equal to 57,470, which is the optimal cost. The time taken
is only 79 seconds.

4.3. The mean field annealing algorithm

Mean field annealing (MFA) technique [3, 5, 25] combines the collective computation prop-
erty of the famous Hopfield Neural Network (HNN) with simulated annealing [32]. MFA
was originally proposed for solving the travelling salesperson problem, as an alternative to
HNN, which does not scale well for large problem sizes. It has been shown that MFA is a
general approach [3, 4] that can be applied to various combinatorial optimization problems.

We first describe the general formulation of MFA [3]. The MFA algorithm is derived
from an analogy to the Ising spin model which is used to estimate the state of a system of
particles or spins in thermal equilibrium. In the Ising spin model, the energy of a system
with S spins has the following form:

H(s) = 1

2

S∑
x=1

∑
y �=x

βxysx sy +
S∑

x=1

hx sx

where βxy represents the level of interaction between spins x and y, and sx ∈ {1, 0} is the
value of spin x . It is assumed that βxy = βyx and βxx = 0 for 1 ≤ x, y ≤ S. At the thermal
equilibrium, spin average 〈sx 〉 of spin x can be calculated using Boltzmann distribution as
follows:

〈sx 〉 = 1

1 + e−�x /T

where �x = 〈H(s)〉|sx =0 − 〈H(s)〉|sx =1 represents the mean field acting on spin x , where
the energy average 〈H(s)〉 of the system is:

〈H(s)〉 =
s∑

x=1

∑
y �=x

βxy〈sx sy〉 +
s∑

x=1

hx 〈sx 〉

The complexity of computing �x using the above equation is exponential. However, for
large number of spins, the mean field approximation can be used to compute the energy
average as:

〈H(s)〉 = 1

2

s∑
x=1

∑
y �=x

βxy〈sx 〉〈sy〉 +
s∑

x=1

hx 〈sx 〉
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Hence 〈H(s)〉 is linear in 〈sx 〉, the mean field �x can be computed using the equation:

�x = 〈H(s)〉|sx =0 − 〈H(s)〉|sx =1 = ∂〈H(s)〉
∂〈si 〉 = −

( ∑
y �=x

βxy〈sy〉 + hx

)

Thus, the complexity of computing �x reduces to O(S).
At each temperature, starting with initial spin averages, the mean field �x acting on

a randomly selected spin is computed. Then the spin average is updated. This process
is repeated for a random sequence of spins until the system is stabilized for the current
temperature. The generic MFA algorithm is described as follows:

(1) Get the initial temperature T0, set T = T0.
(2) Initialize the spin averages 〈s〉 = [〈s1〉, . . . , 〈ss〉].
(3) WHILE temperature T is in the cooling range DO
(4) WHILE system is not stabilized for the current temperature DO
(5) Select a spin x at random.
(6) Compute �x .
(7) Update 〈sx 〉.
(8) ENDWHILE
(9) Update T according to the cooling schedule.
(10) ENDWHILE

We formulate the data allocation problem as MFA in the following manner. Instead of a
linear spin array, a spin matrix (si j ) is used to encode the allocation of the data fragments
to sites. The matrix consists of x rows and m columns, representing x data fragments and
m sites, respectively. A value of 1 in each entry indicates the data fragment is allocated to
the corresponding site. For example, if si j = 1, then data fragment i is allocated to site j .
A valid allocation is one in which each row of the spin matrix has exactly a single 1. Each
spin variable is a continuous variable in the range [0, 1]. Spin values converge to either 1 or
0 at the fixed point. Given this formulation, the energy function (i.e., the data transfer cost
function) for the data allocation problem can be formalized as described below.

E(s) =
k−1∑
i=0

k−1∑
i ′=0

m−1∑
j=0

m−1∑
j ′=0

c j j ′dii ′si j si ′ j ′ +
m−1∑
j=0

k−1∑
i=0

u ji si j

Using the mean field approximation, the expression for the mean field �i j experienced
by spin si j is:

�i j = ∂ E(s)

∂si j
= −

k−1∑
i ′ �=i

m−1∑
j ′ �= j

c j j ′dii ′si ′ j ′ − u ji

In a feasible allocation, each data fragment should be allocated to exclusively one site.
Thus, the sum of the spins across each row of the matrix should equal unity. This constraint
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can be explicitly handled while updating by normalizing each spin si j as:

si j = e�i j /T∑m−1
j ′=0 e�i j ′ /T

Given the above formulation, the MFA algorithm to solving the data allocation problem
can be briefly formalized below.

MFA Data Allocation Algorithm:
(1) Get the initial temperature T0, set T = T0.
(2) Initialize the spin averages s = [s00, s01, . . . , sk−1,m−1, each si j is initialized as a

random number between 0 and 1.
(3) WHILE temperature T is in the cooling range DO
(4) WHILE E is decreasing DO
(5) Select a data fragment i at random.
(6) Compute the mean field of the spins at the i-th row, i.e., �i j , ∀ j .
(7) Compute the summation

∑m−1
j ′=0 e�i j /T .

(8) Compute the new spin values at the i-th row.
(9) Compute the energy change due to these updates.
(10) ENDWHILE
(11) Update the temperature T according to the cooling schedule.
(12) ENDWHILE
(13) Determine the final allocation by allocating each data fragment to the site with the

largest spin value. If the final allocation is not feasible, then consider each over-
allocated site to migrate the data fragments to other sites so that the increase in
cost is the minimum.

Note that the last step of the MFA algorithm is necessary because we do not explicitly
check for feasibility in the search process, which can then explore a broader regions in the
search space. However, we found that this adjustment of the final allocation was seldom
invoked as the allocation limits were usually very loose. The time complexity of a single
iteration of the inner WHILE-loop is O(k(k + m)). Using a linear cooling schedule with
k temperature values and assuming a bound B on the number of iterations of the inner
WHILE-loop, the overall time complexity of the MFA algorithm is O(BK (k2 + km)).

For the example allocation problem in figure 2, the matrix below shows the initial spin
values of the MFA algorithm:

Sinital =




1 0 0 0

0 0 1 0

0 1 0 0

1 0 0 0




which represents allocating data fragment 0 to site 0, data fragment 1 to site 2, data fragment
2 to site 1 and data fragment 3 to site 0. After a number of iterations, the spin values evolve
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to the final allocation as shown below:

Sfinal =




0 0 1 0

0 1 0 0

0 1 0 0

0 0 1 0




which represents allocating data fragment 0 to site 2, data fragment 1 to site 1, data fragment
2 to site 1 and data fragment 3 to site 2. This allocation is the same as that of the GA and
the total allocation cost of this solution is equal to 67,378. The time taken is 11 seconds.

4.4. Random neighborhood search data allocation algorithm

We employ a low complexity but effective optimization technique known as random neigh-
borhood search [24]. The main idea in a neighborhood search algorithm is to generate an
initial solution with moderate quality. Then, according to some pre-defined neighborhood,
the algorithm probabilistically selects and tests whether a nearby solution in the search
space is better or not. If the new solution is better, the algorithm adopts it and starts search-
ing in the new neighborhood; otherwise, the algorithm selects another solution point. The
algorithm stops after a specified number of search steps has elapsed or the solution does
not improve after a fixed number of steps. The solution quality of a neighborhood search
technique relies heavily on the construction of the solution neighborhood. The algorithm
for the data allocation problem is given as follows:

Random Search (RS) Algorithm:
(1) Use Divisive-Clustering [19] to find an initial allocation Initial Alloc;
(2) Best Alloc = Initial Alloc;
(3) New Alloc = Best Alloc; iteration = 0;

REPEAT

(4) searchstep = 0; counter = 0;
REPEAT

(5) Randomly select two sites from New Alloc;
(6) Randomly select two data fragments from each site;
(7) Exchange the two data fragments;
(8) IF cost is reduced THEN

adopt the exchange and set counter to 0;
ELSE otherwise undo it and increment counter;

UNTIL ++searchstep > MAXSTEP OR counter > MARGIN;

(9) IF cost(New Alloc) < cost(Best Alloc) THEN
Best Alloc = New Alloc;

(10) Randomly exchange two data fragments from two randomly selected distinct
sites from New Alloc; /* Probabilistic jump */

UNTIL iteration > MAXITERATION;
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For the example problem in figure 2, the allocation generated by the RS algorithm is: data
fragment 0 to site 1, data fragment 1 to site 2, data fragment 2 to site 2 and data fragment 3
to site 2. The total allocation cost of this solution is 65,624. The time taken is 31 seconds.

From the small allocation example depicted in figure 2, we can see that the SE algorithm
generates the best (optimal) solution but takes moderately long time to terminate. The MFA
algorithm is the fastest but its solution quality is not satisfactory. Similar argument applies
to the RS algorithm. The GA performs the worst in that its solution quality is inferior and
it takes the longest time to terminate.

5. Experimental results

To understand the merits and demerits of the four proposed data allocation algorithms, we
present the results of our experiments. Comparisons are made with respect to the solution
quality and the algorithm’s running time. For comparison, we obtained optimal solutions
using an exhaustive search. We applied the algorithms to the configurations shown in Table 2.

For each configuration, we generated 100 different problem instances by random con-
struction of the query graphs and random selection of number of queries from a uniform
distribution with range [10, 20]. Thus, the total number of problem instances is 4,100. Since
the values of the data fragment sizes critically affect the quality of the final allocation [19],
we tested the algorithms with six different mean values of data fragment sizes. We first
fixed the mean network transfer cost to be 10 units of data per unit time (with range [1, 20]).
Then we generated six mean data fragment sizes by multiplying the mean network transfer
cost by six cost ratio: 1, 5, 25, 100, 250, and 500 (the ranges were also multiplied by the
same factors). Both the network transfer costs and the data fragment sizes were generated
from uniform distributions. Consequently, the total number of test cases were 24,600.

The average degradations from optimal solutions for the four algorithms are shown in
Table 3. One immediate observation is that all the algorithms perform better for larger cost
ratios. This is because if the data fragment sizes are comparable to the network speed, the
response time becomes very sensitive to the placement of the data fragments onto the sites.
On the other hand, if the data fragment sizes are much larger than the network speed, the
response time will not be affected much by the allocation but will rather by affected by

Table 2. Configurations of test cases.

Number of sites Number of data fragments

4 4, 5, 6, 7, 8, 9, 10

5 4, 5, 6, 7, 8, 9, 10

6 4, 5, 6, 7, 8, 9, 10

7 4, 5, 6, 7, 8, 9, 10

8 4, 5, 6, 7, 8, 9

9 5, 6, 7, 8

10 5, 6, 7
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Table 3. Average % degradation from optimal of the four data allocation algorithms for various cost ratios.

Algorithms

Ratio RS MFA SE GA

1 94.79 101.34 24.26 44.96

5 20.25 27.89 9.92 11.19

25 4.93 5.47 4.33 2.9

100 2.70 1.18 1.50 0.98

250 2.23 0.61 1.09 0.5

500 2.14 0.84 1.83 0.38

the dependency of the data fragments in the query graphs. For small cost ratios, the SE
algorithm performed better than the other three algorithms. However, when the effect of
cost ratio saturated (at ratio = 100), the GA outperformed the others. MFA was worse than
RS for small ratios but performed better for large ratios.

To better visualize the performance of the four algorithms, we generated Kiviat graphs for
each algorithm. These graphs using various values of cost ratios are shown in
figures 5–8. Each graph contains five axes, each corresponding to the number of cases
where the algorithm’s performance degradation from optimal solutions falls into a certain
range. Connecting the points on the axes corresponding to these numbers results in a shaded
region. If the shaded region is closed to the 0% axis, the algorithm generates high qual-
ity solutions in that most of the allocations are close to the optimal solutions. From these
graphs, we can note that the performance of the SE algorithm is the best because it can
generate much more optimal solutions for all the cost ratios. The GA is the second while
MFA and RS generate relatively fewer number of optimal or close-to-optimal solutions.

Table 4 shows a global comparison of the four algorithms by giving the cumulative
number of cases (and percentage of cases) where an algorithm’s performance degradation
falls with in various ranges. Again we can see that SE and GA are much better than MFA
and RS.

Figure 9 contains three plots showing the average performance degradation of the
algorithms against the number of data fragments, number of sites, and cost ratios. As
mentioned earlier, there are only slight variations of relative performance by varying these
three parameters. Nevertheless, we observe that the effect of number of data fragments is
more profound than that of the number of sites. This is because the number of data fragments
critically affects the number of possible query graphs, of which the structures determine
the final allocation. We can also see that the performance of RS and MFA deteriorates for
larger number of data fragments while SE and GA are quite robust.

Finally, we computed the average running times of all the algorithms. These results for
all the algorithms are shown in Table 5. As can be seen, exhaustive search is impracti-
cal to use due to its extremely high time complexity. RS is the most efficient algorithm
in that it takes an order of magnitude less time than SE and GA, and is slightly faster
than MFA. Taking solution quality into account, GA is the best algorithm in terms of
efficiency.
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Figure 5. Kiviat graphs for the RS algorithm.



EVOLUTIONARY ALGORITHMS FOR ALLOCATING DATA 25

Figure 6. Kiviat graphs for the MFA algorithm.
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Figure 7. Kiviat graphs for the GA.
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Figure 8. Kiviat graphs for the SE algorithm.
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Table 4. The number of cases in which the solutions fall within various ranges of percentage degradations from
optimal (the percentage inside each bracket indicates the fraction of the number of test cases).

% Degrad. RS MFA SE GA

Ratio = 1

0% 637 (15.5%) 983 (24.0%) 3289 (80.2%) 2031 (49.5%)

<5% 821 (20.0%) 1096 (26.7%) 3488 (85.1%) 2227 (54.3%)

<10% 957 (23.3%) 1225 (29.9%) 3590 (87.6%) 2394 (58.4%)

<20% 1261 (30.8%) 1525 (37.2%) 3751 (91.5%) 2782 (67.9%)

ALL 4100 (100.0%) 4100 (100.0%) 4100 (100.0%) 4100 (100.0%)

Ratio = 5

0% 961 (23.4%) 963 (23.5%) 3043 (74.2%) 2455 (59.9%)

<5% 1555 (37.9%) 1563 (38.1%) 3501 (85.4%) 3176 (77.5%)

<10% 2139 (52.2%) 2002 (48.8%) 3695 (90.1%) 3514 (85.7%)

<20% 2874 (70.1%) 2571 (62.7%) 3938 (96.0%) 3793 (92.5%)

ALL 4100 (100.0%) 4100 (100.0%) 4100 (100.0%) 4100 (100.0%)

Ratio = 25

0% 1321 (32.2%) 1245 (30.4%) 2553 (62.3%) 2931 (71.5%)

<5% 2996 (73.1%) 2954 (72.0%) 3700 (90.2%) 3886 (94.8%)

<10% 3666 (89.4%) 3574 (87.2%) 3906 (95.3%) 4044 (98.6%)

<20% 4078 (99.5%) 4045 (98.7%) 4071 (99.3%) 4097 (99.9%)

ALL 4100 (100.0%) 4100 (100.0%) 4100 (100.0%) 4100 (100.0%)

Ratio = 100

0% 1516 (37.0%) 2268 (55.3%) 3404 (83.0%) 3386 (82.6%)

<5% 3677 (89.7%) 4080 (99.5%) 4084 (99.6%) 4071 (99.3%)

<10% 4026 (98.2%) 4099 (100.0%) 4094 (99.9%) 4097 (99.9%)

<20% 4098 (100.0%) 4100 (100.0%) 4100 (100.0%) 4100 (100.0%)

ALL 4100 (100.0%) 4100 (100.0%) 4100 (100.0%) 4100 (100.0%)

Ratio = 250

0% 1460 (35.6%) 3039 (74.1%) 3654 (89.1%) 3725 (90.9%)

<5% 3756 (91.6%) 4086 (99.7%) 4074 (99.4%) 4099 (100.0%)

<10% 4070 (99.3%) 4098 (100.0%) 4098 (100.0%) 4100 (100.0%)

<20% 4100 (100.0%) 4100 (100.0%) 4100 (100.0%) 4100 (100.0%)

ALL 4100 (100.0%) 4100 (100.0%) 4100 (100.0%) 4100 (100.0%)

Ratio = 500

0% 1504 (36.7%) 3401 (83.0%) 3823 (93.2%) 3882 (94.7%)

<5% 3822 (93.2%) 4076 (99.4%) 4065 (99.1%) 4099 (100.0%)

<10% 4049 (98.8%) 4096 (99.9%) 4096 (99.9%) 4100 (100.0%)

<20% 4100 (100.0%) 4100 (100.0%) 4100 (100.0%) 4100 (100.0%)

ALL 4100 (100.0%) 4100 (100.0%) 4100 (100.0%) 4100 (100.0%)
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Table 5. Average running times for all test cases with different sizes across all cost ratios.

No. of No. of data
sites fragments Exhaustive search GA RS MFA SE

4 4 13.04 221.63 5.78 9.91 152.97

4 5 67.88 260.67 17.80 16.67 323.27

4 6 564.07 468.35 29.52 21.33 779.99

4 7 2497.38 619.47 32.51 30.21 1149.16

4 8 11242.25 623.77 48.44 18.20 1281.47

4 9 62376.23 712.56 59.41 42.53 1432.53

4 10 375423.27 853.63 71.24 56.23 1753.42

5 4 19.99 151.68 5.80 9.22 151.00

5 5 197.22 260.59 9.27 13.87 450.77

5 6 1954.30 422.97 25.78 29.94 1077.18

5 7 12079.25 505.32 37.31 39.57 1641.08

5 8 74130.05 603.34 58.08 39.61 2458.72

5 9 423257.36 716.53 68.92 43.52 2943.83

5 10 2367156.23 823.56 73.92 53.79 3212.83

6 4 69.43 250.21 7.67 21.46 414.12

6 5 568.23 341.81 13.80 28.88 853.47

6 6 6570.02 460.64 22.17 47.85 1704.92

6 7 44170.18 537.90 36.09 45.29 2399.79

6 8 214925.72 424.17 28.94 38.70 2415.80

6 9 1325863.72 593.43 42.39 49.35 2500.12

6 10 7153389.53 705.43 62.43 62.96 2712.23

7 4 104.50 173.35 4.31 19.38 376.85

7 5 904.87 207.56 5.05 27.62 768.43

7 6 7581.15 286.03 10.28 34.95 1346.14

7 7 89360.00 333.03 21.38 41.24 2236.06

7 8 1122626.41 573.62 41.74 69.21 4983.21

7 9 7325192.93 625.29 52.79 72.32 5103.27

7 10 42397213.92 723.93 63.41 82.46 5893.26

8 4 325.61 307.23 9.52 48.08 1055.98

8 5 3340.60 402.62 14.59 57.49 2142.20

8 6 35298.50 509.40 31.05 74.16 3502.28

8 7 347488.59 649.33 30.15 85.89 5592.17

8 8 4070971.85 783.03 53.28 112.89 8473.55

8 9 24763832.73 923.09 73.29 193.43 10234.59

9 5 39243.93 326.17 29.43 63.46 3012.69

9 6 192348.67 436.69 36.63 70.19 3823.94

9 7 1139243.79 536.95 49.46 79.46 4209.43

9 8 7183942.97 793.64 68.64 91.39 5297.42

10 5 159732.79 412.90 34.69 59.43 2846.43

10 6 7237931.79 593.42 49.46 72.69 3204.96

10 7 42934127.49 783.49 73.96 91.76 4937.43
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Figure 9. Overall average % degradation from optimal for various number of fragments, sites, and cost ratios.

6. Conclusions

In this paper, we address the problem of non-redundant data allocation of fragments in
distributed database system. We have developed a query driven data allocation approach
integrating the query execution strategy with the formulation of the data allocation problem.
We have also proposed various algorithms, designed based on the evolutionary computing
paradigm, for the data allocation problem in distributed database systems. A major contri-
bution of this work is the development of a site-independent fragment dependency graph
representation of data transfer costs incurred in executing a query by using a particular query
execution strategy. This enables the application of query driven allocation approach to al-
locate database objects under different database systems (like, relational, object-oriented,
network, etc.) and facilitates the development of an uniform framework within which to
define and solve data allocation problems.

In our extensive experimental studies, we have evaluated and compared the four proposed
data allocation heuristics, including a genetic algorithm (GA), a simulated evolution (SE)
algorithm, a mean field annealing (MFA) algorithm, and a random search (RS) algorithm,
in terms of query response time and algorithm running time. An interesting conclusion is
that no single algorithm outperforms all others in both aspects. The SE and GA can generate
better solutions than RS and MFA in general. However, the difference in solution quality is
not always of the same magnitude. Also, the RS algorithm has the lowest time complexity
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which makes it the fastest algorithm, whereas the SE algorithm is quite slow. For fast running
time and a small degradation of the optimality of the solution, the RS algorithm is a viable
choice. On the other hand, when efficiency and solution quality are equally important, the
GA may be a more attractive choice. Thus, the advantage of having these algorithms in a
distributed database is the availability of a diverse range of solution quality and complexity
trade-off.
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