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Abstract—We propose RoLo (Rotated Logging), a new log-
ging architecture for RAID10 systems for enhanced energy effi-
ciency, performance and reliability. By spreading destaging I/O
activities among short idle time slots and proactively reclaiming
the stale logging space, RoLo rotates loggers among a logical
logging space pool formed collectively from the free storage
space available among mirrored disks. Therefore, without the
extra dedicated log disks and the corresponding centralized
logging, RoLo eliminates the additional hardware and energy
costs, potential single point of failure and performance bottle-
neck. Furthermore, RoLo prolongs the lifecycle of the disks and
improves the system’s energy efficiency by reducing the disk
spin up/down frequency. We develop three flavors of RoLo, that
is, RoLo-E/R/P, to emphasize energy efficiency, reliability, and
performance respectively. Extensive trace-driven evaluations
demonstrate the advantages of the three RoLo schemes over
both a RAID10 system with centralized logging architecture
and a typical RAID10 system.

I. INTRODUCTION

Recent studies report that energy costs may increase from
10% of the TCO (Total Cost of Ownership) of data centers
to over 50% in the next few years [14]. Storage subsystems
are a major contributor to the energy consumption of data
centers. For a typical data center, the disk-based storage
subsystem can consume 27% of the total energy and this
fraction tends to increase rapidly as storage requirements
rise by 60% annually [37].

Hierarchical storage architectures are widely adopted in
the modern storage systems to judiciously cache/buffer
some data blocks for enhanced I/O performance or energy
efficiency [8] [10] [17] [21] [38]. Write requests tend to
dominate disk I/O activities, since most read requests are
absorbed by multi-level storage caches, while modified data
blocks must be written to their targeted disks eventually
to ensure data integrity. Logging write requests is one
of the main approaches to improving energy efficiency
and performance of storage subsystems [8] [10] [17] [21]
[22] [27] [31]. Temporarily redirecting write requests to
log disks enables the write-targeted disks to switch to
and remain in the low-power state for a longer period of
time to save energy. Since frequently spinning up/down
disks will negatively impact the disk lifecycle and energy

efficiency, only when the capacity occupancy of the log
disks reaches the predefined threshold can the inconsistent
data blocks on write-targeted disks be updated, a process
known as destaging. We refer to the period during which
write requests are redirected to log disks as logging period,
and the period during which the inconsistent data blocks
on write-targeted disks are updated as destaging period.
There are several inherent shortcomings associated with the
conventional centralized logging architecture. On the one
hand, the centralized destaging, which incurs bursty I/O
activities, prevents the system’s energy efficiency from being
further improved by simply increasing the available logging
space (see section II). On the other hand, the extra dedicated
log disks not only incur additional hardware and energy
costs, but also become a potential performance bottleneck
and single point of failure. Unfortunately, to the best of
our knowledge, none of the existing logging schemes has
overcome these shortcomings, especially for the RAID10
storage architecture that is widely deployed in modern data
centers.

In this paper, we propose a new logging architecture RoLo
(Rotated Logging), which combines decentralized destaging
with rotated logging, for the RAID10 storage architecture.
RoLo organizes the available free space of all mirrored disks
into a logical logging space pool, and employs decentralized
destaging to spread and dilute destaging I/O activities among
short idle time slots during each logging period, thus proac-
tively and non-intrusively reclaiming the stale logging space.
With this simultaneous consumption and reclamation of the
logger capacity, logging can be continuously rotated among
the logical logging space pool that becomes a virtually
unlimited logging capacity. Hence, by circularly reusing
logical logging space of the existing mirrored disks instead
of extra dedicated log disks, RoLo eliminates the additional
hardware and energy costs, potential single point of failure
and performance bottleneck of the conventional centralized
logging architecture. Furthermore and most importantly,
RoLo can prolong the lifecycle of write-targeted disks and
improve the system’s energy efficiency by reducing the disk
spin up/down frequency.

More specifically, three flavors of RoLo are developed in

2010 International Conference on Distributed Computing Systems

1063-6927/10 $26.00 © 2010 IEEE

DOI 10.1109/ICDCS.2010.22

293

2010 International Conference on Distributed Computing Systems

1063-6927/10 $26.00 © 2010 IEEE

DOI 10.1109/ICDCS.2010.22

293



this study, namely, a performance-oriented RoLo (RoLo-P),
a reliability-oriented RoLo (RoLo-R) and an energy-oriented
RoLo (RoLo-E), to suit the needs of different application
environments. In RoLo-P, all the primary disks are set as
ACTIVE all the time to guarantee read performance, while
one or more mirrored disks are set as on-duty log disks
at a time. In RoLo-R, all the primary disks are also set
as ACTIVE like RoLo-P, while one or more mirrored disk
pairs are set as on-duty log disks at a time to further
lower the probability of data loss. RoLo-E utilizes one
or more mirrored disk pairs to buffer all the write data
blocks and popular read data blocks, and thus spin down as
many inactive mirrored disk pairs as possible to significantly
reduce power consumption.

Extensive trace-driven evaluations demonstrate the dis-
tinctive advantages of these three RoLo schemes. RoLo-E
achieves up to 81.7% energy saving over a RAID10 system,
although at the expense of incurring wide performance
swings at times. RoLo-P and RoLo-R save up to 47.2%
power than the RAID10 system at the cost of 0.71% ∼5.09%
performance degradation. More importantly, when compared
with GRAID [21], a representative RAID10 system with
the centralized logging architecture, RoLo-P/R save up to
11.81% energy and RoLo-E saves up to 69.37% energy.
Among the three RoLo schemes, RoLo-P provides the best
I/O performance in most cases while RoLo-R achieves
the highest reliability in terms of a combined measure of
MTTDL and disk-spin frequency at the cost of 3.77% ∼
4.35% performance degradation over RoLo-P (see Table IV
for more detailed results).

The rest of this paper is organized as follows. Background
and motivation are presented in Section II. We describe the
design of RoLo in Section III and analyze its reliability
in Section IV. Performance evaluations through extensive
trace-driven experiments are presented in Section V. We
present related work in Section VI and conclude the paper in
Section VII by summarizing the main contributions of this
paper and pointing out the future work.

II. BACKGROUND AND MOTIVATION
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Figure 1. Working principles of centralized logging and destaging
in RAID10 storage architecture

Conventional logging architectures usually employ one
or more extra dedicated disks as logger to redirect write
requests among write-targeted disk(s) to log disk(s). Logger
can improve not only system performance [17], but also
energy efficiency of storage systems [10][21]. For example,
GRAID [21], which augments one extra dedicated log disk
and spins down redundant mirrored disks to save energy, is
one representative logging architecture for RAID10 systems.
In such an architecture, shown in Figure 1(a), each logging
cycle is composed of a logging period and its corresponding
destaging period. During the logging period, all the mirrored
disks are set to the STANDBY state, and the two copies of
each write data are written to the corresponding location
in primary disks and sequential location in the log disk
respectively (see Figure 1(b)). The destaging process is
triggered once the occupancy level of the log disk reaches a
predefined threshold value (e.g., 80%). During the destaging
period, all the mirrored disks are set to the ACTIVE state
and all the inconsistent data blocks in mirrored disks are
updated in parallel from the corresponding primary disks
instead of log disk(s) (see Figure 1(c)) for better destaging
performance.
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Figure 2. Impact of logger capacity on (a) time interval, (b) energy
consumption, (c) destaging interval ratio, and (d) destaging energy
ratio

To identify the performance and energy bottleneck of
the conventional logging architecture, we define destaging
interval ratio and destaging energy ratio to be the frac-
tions respectively of time spent and energy consumed by
destaging during each logging cycle. Clearly, the first ratio
measures performance impact of destaging since destaging
I/Os compete for disk bandwidth with user I/Os, while the
second reflects the energy impact of destaging. We built a
DiskSim-based [2] simulator to simulate a RAID10 system
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with the centralized logging architecture, having 10 pairs of
mirrored disks and one extra dedicated log disk with a stripe
unit size of 64KB. User I/O workloads are generated with
70% random and 100% write requests of 64KB each. These
parameters are reasonable, since we are only concerned
with the write I/O activities, and the extensive experimental
results demonstrate that I/O sequentiality has no effect on
the conclusions. We then conducted extensive experiments
to study the centralized logging architecture and obtained
the following important observations.
Observation Simply increasing the logging space alone
will not decrease destaging interval ratio and destaging
energy ratio, as shown in Figures 2(c) and 2(d).
Reasons: The increased amount of logged data in a
larger logger will prolong both the logging period and
destaging period proportionally and thus increase their
corresponding energy consumption simultaneously, as
shown in Figures 2(a) and 2(b).
Implications: Simply increasing the available logging
space is not a viable power saving solution and this in-
ability to improve energy efficiency by increasing logging
space stems from the centralized destaging strategy of the
conventional logging architecture.
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Figure 3. The proportion of IDLE duration and that of ACTIVE
and STANDBY duration under different I/O intensities

There are two types of “free” resources that have been
exploited in storage subsystems of typical data centers:
unused storage space and idle time slots. In Symantec’s
2008 State of the Data Center survey [30], it was found
that data centers typically utilize 50% of their storage
capacity. Mark Levin [20] points out that on average the
disk storage utilization is 56.6% and 46.4% for UNIX and
Windows environments respectively under locally attached
storage deployment, and this proportion increases to 75.5%
and 55.8% under SAN deployment. Short idle time slots
are abundant for both primary disks and log disk(s) during
logging periods under light workloads as indicated by our
experimental results, shown in Figure 3, and other studies
[24]. Most idle time slots are much shorter than the break-
even time for modern disks to spin down to save power [24].

While either idle time slots or free storage space has been
exploited to improve performance [18], reliability [24], or
energy efficiency [33] of storage systems, these resources

remain to be effectively and fully tapped to optimize the
performance and energy efficiency of storage systems with
a logging architecture.

Given the important observations above and the availabil-
ity of the aforementioned free resources, we are motivated
to propose a new rotated logging architecture, RoLo. It
integrates the unused free space of redundant mirrored disks
in a RAID10 system into a large logical logging space
pool, which is circularly recyclable by exploiting the short
idle time slots for decentralized destaging to improve both
performance and energy efficiency of the system. In other
words, one or a few mirrored disks take turns to serve as
on-duty log disks, while off-duty mirrored disks can be spun
down to save energy. The basic model of RoLo is shown in
Figure 4. At the same time, idle time slots are exploited
to spread and dilute the bursty destaging I/O activities.
With this decentralized destaging strategy, the stale logging
space can be proactively and non-intrusively reclaimed, thus
enabling logging to be unlimitedly rotated among the logical
logging space pool. The design of the RoLo architecture is
detailed next.

III. ROLO ARCHITECTURE AND DESIGN

A. The basic RoLo idea

P0 P1 P2

M0 M1 M2

Free storage space

Used storage space

on-duty logging space

P - Primary disk
M - Mirrored disk

off-duty logging space

Figure 4. The basic model of RoLo

Rotated Logging:
Any new data is written to two disks in order to prevent

data loss, with one copy written to the primary disk as
in the standard RAID10 fashion while the second copy is
sequentially written to the on-duty logging space. When the
available free storage space of the on-duty log disk decreases
to a predefined threshold with the logged data, the on-duty
logger is rotated to the next mirrored disk, and this will end
the current logging period and start a new one. Each logger
rotation triggers a new destaging process for the newly on-
duty log disk to update the inconsistent data blocks from
its corresponding primary disk by spreading destaging I/O
activities among the short idle time slots, as shown in Figures
5(a), (c) and (d). For instance, M0 is used as the on-duty log
disk in logging period T0, and the second copies of newly
written data in T0, i.e., D0T0, D1T0 and D2T0, are written
to M0. Similarly, when entering logging period T1, D0T1,
D1T1 and D2T1 are written to M1, and D0T2, D1T2 and
D2T2 are written to M2 during T2. The dashed lines with
arrows and data layout presented in Figures 5(b), (c) and (d)
show the basic principles of the logger rotation mechanism.
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Figure 5. The decentralized destaging process of RoLo. Pi presents the ith primary disk, and Mi represents the Pi’s mirrored disk. The
DmTn represents the newly written data for the mth mirrored disk pair (Pm, Mm) during the nth logging period Tn.

Decentralized Destaging:

Spreading destaging I/O activities among idle time slots
during logging periods is the basic idea of decentralized
destaging. A new destaging process is triggered only when
the logger rotates to a new log disk and it will not finish
until all the inconsistent data blocks in the mirrored disks
have been updated. For example, the destaging process for
(P1,M1) is triggered immediately when the logger rotates
to M1. The only responsibility of this destaging process is
to update all the inconsistent data blocks from P1 to M1.
As shown in Figure 5(c), only when all the inconsistent data
blocks in M1 have been updated from D1T0 in P1, can this
destaging process be terminated. Note that data block D1T0

in M0 becomes invalid and the corresponding stale logging
space it occupies is reclaimed when the destaging process
for (P1,M1) finishes. Similarly, the destaging process for
disk pair (P2,M2) is triggered immediately after M2 is
selected as the on-duty log disk. Data blocks D2T0 and
D2T1 are updated from P2 to M2, and the logging space
occupied by D2T0 and D2T1 in M0 and M1 are reclaimed
after the destaging process for (P2,M2) is completed. The
solid lines with arrows and rectangles with twills in Figure
5(c) and (d) show the decentralized destaging and proactive
reclaiming mechanism respectively. Since most of the stale
logging space of M0 has been proactively reclaimed during
periods T1 and T2, the logger can be rotated onto M0 from
M2 again. Note that the logging space occupied by D0T0

in M0 will be reclaimed in T3, during which destaging I/O
activities are issued for (P0,M0).

Note that the length of individual logging period or
destaging period varies since it depends on the foreground
user write intensity and available on-duty logging space.
Heavy foreground user write intensity not only shortens the
logging period, but also consumes more disk bandwidth and
leaves less available free disk bandwidth for destaging I/O
activities, which in turn leads to longer destaging periods.
Further, less available free space on the on-duty log disk also
shortens the logging period. Even though the logger has been
rotated to a new log disk, the unfinished destaging process
for the last log disk will continue until all the inconsistent
data blocks in the last log disk are updated, as shown by the
comparison between the 1st logging period and destaging for
(P1,M1) in Figure 5(a). Also, the destaging process will be
terminated before logger’s rotating to a new log disk (as
shown by the comparison between the 2nd logging period
and destaging for (P2,M2) in Figure 5(a)), if it obtains more
free disk bandwidth.

Note that the priority of the background destaging I/O
activities is always lower than that of the foreground user
I/O activities, and only free disk bandwidth is utilized by the
background destaging I/O activities. Thus the background
destaging I/O activities have little, if any, impact on the fore-
ground user I/O performance, no matter when the destaging
process is terminated.

B. RoLo-P/R/E

Based on the above principles of logger rotation and
decentralized destaging, three flavors of RoLo are proposed
in this paper, named the Performance-oriented RoLo (RoLo-
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P), the Reliability-oriented RoLo (RoLo-R) and the Energy-
oriented RoLo (RoLo-E) for respectively specific application
scenarios.

1) RoLo-P: In RoLo-P, all the primary disks are set
to the ACTIVE/IDLE state to guarantee that all the read
requests are serviced without any disk spin-up latency,
i.e., the latency caused by the disk’s state switching from
STANDBY to ACTIVE. The disk spin-up latency, which is
often more than ten seconds for enterprise-level hard drives
[4], is unacceptable for most applications.

In RoLo-P, one or a few mirrored disks take turns to serve
as on-duty log disks, while off-duty mirrored disks can be
spun down to save energy, as shown in section III-A. Note
that there are two copies of each new data block. One copy
is written to the corresponding location in the primary disk,
and the other copy is written to the sequential location in
the logging space of the on-duty log disk(s), such as M0.

2) RoLo-R: Mindful of the fact that the reliability of
RoLo-P is slightly lower than that of a RAID10 system (see
section IV), RoLo-R is proposed to provide higher reliability
by designating one or a few mirrored disk pairs as the on-
duty logger at a time and writing three copies for each new
data block. One copy is written to the corresponding location
in the targeted primary disk, and the other two copies are
written to the two disks in one mirrored disk pair that serve
as the on-duty logger, e.g., (P0,M0), respectively. Note that
all the primary disks are also set to the ACTIVE/IDLE state
for the same purpose as in RoLo-P.

3) RoLo-E: Motivated by the fact that there are no or
very few read requests for some applications, such as storing
checkpointing data sets in high performance computing
environments [9] and online transaction applications [11],
we believe that it is not necessary to keep all the primary
disks ACTIVE/IDLE all the time. Thus we propose RoLo-
E to utilize one or several mirrored disk pairs, such as
(P0,M0), as log disks at a time and spin down all the
other mirrored disk pairs to the low-power STANDBY state.
Two copies of each new data block are written to both the
logging space of the primary disk and that of the mirrored
disk respectively. To further alleviate the long response time
of some reads, we cache popular read data blocks in the on-
duty logging space to avoid the passive and expensive disk
spin up/down caused by read misses.

When all the logging space has been filled up, all the
disks in the STANDBY state should be spun up for cen-
tralized destaging. Since only the on-duty log disks are set
to ACTIVE for write requests, there is no decentralized
destaging during the logging period. Note that RoLo-E is
only suitable for write-dominant workloads. This rotated
logging architecture without the advantages of decentralized
destaging and proactive reclamation of logging space can
still be very useful.

C. Disk Failure Recovery

Disk failures can occur either in primary disks or mirrored
disks. For the sake of simplicity and without loss of gen-
erality, only one mirrored disk in RoLo-P or one mirrored
disk pair in RoLo-R/E is assumed to be set as the on-duty
log disk(s) at any given time. All the other mirrored disks
in RoLo-P/R or mirrored disk pairs in RoLo-E are set to
STANDBY to save energy.

When one disk fails, only the disks that are essential for
data recovery are spun up. In RoLo-E, only the mirrored
disk (or primary disk) are “silently” spun up in case of a
primary disk (or mirrored disk) failure, since the mirrored
disk (or primary disk) has already been set in the ACTIVE
state. In RoLo-P/R, the failure of an on-duty log mirrored
disk, e.g., M0, will trigger the “silent” spinning up of its
corresponding primary disk, e.g., P0, which is ACTIVE all
the time. A failure of any primary disk in RoLo-P/R will not
only “silently” spin up its corresponding mirrored disk but
also awaken several other mirrored disks, which are the on-
duty log disks during the previous several logging periods
according to the rotated logging mechanism.

D. Scalability

The unique features of the RoLo architecture have the
following beneficial impacts on system scalability.
Alleviated performance bottleneck: Since the peak band-
width of on-duty log disk(s) can be interleaved with the I/O
workloads by exploiting short idle time slots and adjusting
the number of on-duty log disks, the performance bottleneck
imposed by centralized logging can be significantly allevi-
ated.
Elimination of single point of failure: Since another mirrored
disk can be immediately selected as the new on-duty log disk
to replace a failing or failed on-duty log disk to guarantee
a non-interrupted logging service, the single point of failure
in the dedicated log disk imposed by the centralized logging
architecture is eliminated.

E. Implementation Issues

Free space management: We divide the mirrored disk space
into two logical parts: data region and logger region. Since
the logger region is not necessarily sequential in logical
address and may be split into multiple sub regions, we
adopt two linked lists, called used logger region list and
unused logger region list, to keep track of the addresses of
used logger region and unused logger region respectively.
If the existing data region is full, one unused logger region
will be freed from the unused logger region list to expand
the data region. In order to keep the continuity of unused
logger region, a background thread will try to combine
the multiple data regions into one sequential data region.
This work can be done during the logger rotation, for the
occupied logger space is reclaimed along with the logger
rotation, as presented in section III-A. If the destination
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address of the newly written data has been occupied by
the logger data, another available address will be assigned
to this newly written data and the corresponding address
information will be tracked. The offloaded data will be
moved to its destination address later. If free space of all the
mirrored disks decreases to a predefined threshold, say, 5%,
RoLo will be de-activated and all the disks in the RAID10
disk array must be spun up. As long as there is sufficient
free space, RoLo can be re-activated.

IV. RELIABILITY ANALYSIS

To estimate the reliability of RoLo-P/R/E, we adopt the
Mean Time To Data Loss (MTTDL) metric that is widely
used in the reliability analysis of storage systems. Our
system model consists of a disk array of four disks (i.e.,
two mirrored disk pairs, P0, M0, P1 and M1). When a
disk fails, a repair process is immediately initiated for data
recovery. We assume that disk failures are independent
events following an exponential distribution of rate λ, and
the repairs follow an exponential distribution of rate µ. For
the sake of simplicity and without loss of generality, we
assume that only one mirrored disk is used as an on-duty
log disk at a time in RoLo-P and only one mirrored disk
pair is used as on-duty log disks in RoLo-R/E. According
to the conclusion on the MTTDL results of RAID10 [35],
the MTTDL of RAID10 consisting of four disks is:

MTTDLRAID10−4 ≈
3λ + µ

4λ2
(1)

and the MTTDL of GRAID consisting of four data disks
and one dedicated log disk is [21]:

MTTDLGRAID−5 ≈
17λ + 2µ

12λ2
(2)

Recent studies show a significant amount of correlation in
drive failures, indicating that after one disk fails another disk
failure will likely occur soon [6] [19]. Therefore, Equations
(1) and (2) tend to overestimate MTTDL. Since modeling
this failure correlation is both very difficult and secondary
to the presentation of RoLo, we will not address this issue
in this paper. Similarly, we will not consider the impact of
latent sector errors on the system model for simplicity.

In the state transition diagram shown in Figure 6, Figure 7
and Figure 8, each transition (an arrow) due to a disk failure
is labeled by the transition rate λ and the triggering event,
F (Xi), where F signifies “failure” and Xi denotes the failed
disk. Note that multiple Xi s indicate that any one of the
disks can trigger the transition.
Reliability of RoLo-P

Figure 6 shows the state transition probability diagram for
a RoLo-P disk array consisting of four disks.

The MTTDL of RoLo-P consisting of four disks is:
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Figure 6. State transition probability diagram for a RoLo-P disk
array consisting of four disks

MTTDLRoLo−P−4 ≈
10λ + µ

5λ2
(3)

Reliability of RoLo-R
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Figure 7. State transition probability diagram for a RoLo-R disk
array consisting of four disks

Figure 7 shows the state transition probability diagram for
a RoLo-R disk array consisting of four disks.

The MTTDL of RoLo-R consisting of four disks is:

MTTDLRoLo−R−4 ≈
15λ + 2µ

6λ2
(4)

Reliability of RoLo-E
Since only one mirrored disk pair is used as log disks

in RoLo-E at any given time, we derive the state transition
probability diagram in Figure 8:

0 1 Data Loss
2λ λ

μ

F(P0,M0) F(M0)/F(P0)

Figure 8. State transition probability diagram for a RoLo-E disk
array consisting of four disks

The MTTDL of RoLo-E consisting of four disks is:

MTTDLRoLo−E−4 ≈
3λ + µ

2λ2
(5)

Reliability Comparison
Since the frequency at which a disk spins up/down plays

a critical role in the lifetime of the disk and its failure rate
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Table I
NUMBER OF DISKS SPIN UP/DOWN OF DIFFERENT SCHEMES

UNDER src2 2 AND proj 0

Trace RAID10 GRAID RoLo-P/R RoLo-E
src2 2 0 40 4 357
proj 0 0 120 12 2874

λ [3][4], we must combine MTTDL with this frequency to
evaluate the reliability of RoLo.

Table I shows the measured numbers of times disks are
spun up/down among the schemes studied under the two
traces of src2 2 and proj 0. There is no disk spinning
up/down in the standard RAID10 systems since all the disks
in RAID10 systems are kept ACTIVE. The number of times
disks are spun up/down in RoLo-P or RoLo-R is only 10%
of that of GRAID. The reason is that all the mirrored disks
must be spun up for destaging when the log disk in GRAID
reaches its capacity. On the contrary, in either RoLo-P or
RoLo-R, only the next on-duty mirrored disk is spun up
for destaging during the logger rotation when the current
on-duty log disk reaches its capacity.

Note that although many read requests have been serviced
by the current active cache disks in RoLo-E, the disk spun
up/down number is much larger than that of GRAID, RoLo-
P or RoLo-R due to the multiple read miss requests that force
spun-down disks to spin back up. It is reasonable to believe
that the much higher disk-spin frequency can substantially
increase the disk failure rate λ of RoLo-E and thus decrease
its MTTDL [3], which is inversely proportional to λ. It is
easy to conclude that RoLo-P and RoLo-R can significantly
decrease disk-spin frequency of conventional centralized
logging architectures such as GRAID and thus prolong the
lifetime of disks. On the other hand, we argue that RoLo-
E is only suitable for write-dominated workloads from a
reliability’s viewpoint.
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Figure 9. Mean Time to Data Loss achieved by different disk array
levels. Note that a higher MTTDL indicates a higher reliability

Figure 9 plots MTTDL as a function of MTTR (Mean
Time To Repair) for RAID10, GRAID, RoLo-P and RoLo-
R respectively. The disk failure rate λ is assumed to be one
failure every one hundred thousand hours, which is slightly
less than one failure every eleven years and more conserva-
tive than the values quoted by disk manufacturers [4]. MTTR

is expressed in terms of days and MTTDL is expressed in
terms of years. Due to the fact that there are three copies of
each write data written to three independent disks in RoLo-
R, it outperforms RAID10 in terms of MTTDL by up to
33%. Meanwhile, MTTDL of RAID10 is higher than that
of RoLo-P and GRAID by up to 20% and 33% respectively,
in which the second copies of all the write data are written
to a single log disk. The reason why MTTDL of RoLo-P is
higher than that of GRAID is that only a small subset of the
relevant mirrored disks are spun up for the recovery of the
failure of any primary disk in RoLo-P, while all the mirrored
disks must be spun up for the recovery of the failure of any
primary disk in GRAID.

Since the fact that the spin frequency of RoLo-P/R is
only 1/10 of that of GRAID would imply a higher (or
lower) MTTF for the former (or the latter), the MTTDL
of RoLo-P/R (or GRAID) plotted in Figure 9 is possibly
underestimated relative to GRAID (or overestimated relative
to RoLo-P/R). However, the impact of disk spin up/down
frequency on the disk failure rate has not been quantified
and thus not reflected in Figure 9.

Note that, from Equations (1) and (5), MTTDL of RoLo-E
is n times that of RAID10, where n is the number of mirrored
disk pairs (2 for this case). However, this can be grossly
misleading since it does not reflect the much higher disk-spin
frequency of the former. Nevertheless, the MTTDL measure
can be meaningful for RoLo-E only if RoLo-E is used in all-
write workloads, such as on-line or off-line backup, where
there are only 1

n disks kept ACTIVE, and the disk failure
rate λ is comparable with that of RAID10.

V. PERFORMANCE EVALUATIONS

A. Evaluation Methodology

In order to evaluate the performance and energy efficiency
of RoLo, we extend DiskSim [2] with a disk power model
used in Dempsey [36], whose accuracy has been proven in
the evaluations of power consumption. In addition to the
augmentation of DiskSim with RoLo, we also implemented
the RAID10 architecture as a baseline in our evaluations, as
well as GRAID [21], which is a representative of centralized
logging architecture with extra dedicated log disks as a
comparable alternative to RoLo. In GRAID, all the mirrored
disks are kept STANDBY to save energy and all the second
copies of write data are redirected to the extra dedicated log
disk.

Unless otherwise stated, the log disk capacity of GRAID
is configured to be 16GB, and free space of each disk in
RoLo is configured to be 8GB by default, based on the
assumption that 50% of disk capacity is always free in most
cases as mentioned in Section I. In our evaluations, we use
average response time to evaluate the performance of all
the schemes. A RAID10 disk array consisting of 20∼ 40
disks is adopted in our simulation, a configuration that is
commonly deployed in high-end computing or large-scale
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Table II
DISK AND RAID CONFIGURATION PARAMETERS

Disk Parameter Value
Disk Model IBM Ultrastar 36Z15

Capacity /Rotation Speed 18.4GB/15000 RPM
Average Seek/Rotation Time 3.4ms/2ms

Sustained Transfer Rate 55 MB/s
Power Parameters Value

Power(Active,Idle,Standby) 13.5W,10.2W,2.5W
Spin down/up energy 13J/135J
Spin down/up time 1.5s/10.9s

RAID Configuration Value
RAID level RAID10

Stripe Unit Size 16KB, 32KB, 64KB
Number of Disks 20,30,40(21,31,41 for GRAID)
Free Disk Space 8GB,6GB,4GB(16GB for GRAID)

Table III
A SUMMARY OF CHARACTERISTICS OF src2 2 AND proj 0

Trace Write Ratio IOPS Avg.Req Size Write Capacity
src2 2 99.62% 78.80 63.64KB 33GB
proj 0 94.90% 23.89 51.42KB 99.3GB

data centers to deliver peak I/O bandwidth [16]. A widely
used high performance SCSI disk, IBM Ultrastar 36Z15 [4],
is used throughout our experiments. Its main specifications
and RAID configuration parameters are listed in Table II.

The traces used in our experiments are collected from a
production data center in Microsoft Research UK with a total
of 36 different traces [27]. Since the main design goal of
RoLo is to significantly benefit write-intensive applications
in energy-efficiency, reliability and performance, we select
2 of the 36 traces, i.e., src2 2 and proj 0, that have the
highest write-intensity for use in the main portion of our
experiments and sensitivity studies to show how different
design parameters may impact RoLo. We choose five ad-
ditional traces, i.e.,mds 0, wdev 0, web 1, rsrch 2 and
hm 1, to show the effectiveness of RoLo under non-write-
intensive workloads. The traces chosen for our experimen-
tal study have different read/write ratios, IOPS (I/O Per
Second), and average request sizes, to represent multiple
types of workloads in real enterprise-level data centers, such
as source control (src), project directories (proj), media
server (mds), test web server (wdev), web/SQL server (web),
research projects (rsrch) and hardware monitoring (hm) [27].
The summary of the characteristics of these seven traces are
listed in Table III and Table VI respectively.

B. Trace-driven Evaluations

We first conduct our experiments on a RAID10 disk array
consisting of 40 disks with a fixed stripe unit size of 64KB
to evaluate the energy efficiency and performance of RoLo.

Figure 10 compares the energy consumption and average
response time of RoLo with the standard RAID10 and
GRAID schemes under src2 2 and proj 0. From Figure
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Figure 10. Energy consumption and average response time, nor-
malized to RAID10, under different traces

10(a), one can see that the energy consumptions of RoLo-P
and RoLo-R are almost the same under both traces. The rea-
son is that the only difference between RoLo-P and RoLo-
R is an extra write operation on the primary log disk for
write requests in RoLo-R. Since the primary disks in RoLo-
P and RoLo-R are set ACTIVE all the time, an extra write
operation has negligible impact on energy consumption.
One can see that RoLo-P and RoLo-R consume 42.6% and
47.2% less energy than RAID10 under proj 0 and src2 2
respectively. RoLo-E consumes the least amount of energy
under both proj 0 and src2 2, 75.8% and 81.7% less than
RAID10 under proj 0 and src2 2 respectively.

In addition, RoLo-P and RoLo-R consume less energy
than GRAID under proj 0 and src2 2 by 11.50% and
11.81% respectively. This is because the logical logger space
consisting of the free storage space of disks in the former
two is much larger than that of GRAID so that the idle
periods of disks can be much longer than that of GRAID.
RoLo-E consumes less energy than GRAID under proj 0
and src2 2 by 62.70% and 69.37% respectively since only
one mirrored disk pair is kept ACTIVE and used as logger
in RoLo-E.

Figure 10(b) shows a comparison of average response
times of RAID10, GRAID, RoLo-P, RoLo-R and RoLo-E
under both src2 2 and proj 0. The average response times
of GRAID and RoLo-P are nearly the same under both
src2 2 and proj 0 because the basic model of RoLo-P is the
same as that of GRAID except for the logger management
policy. One can see that the average response time of RoLo-P
is slightly greater than RAID10 under proj 0 and src2 2 by
4.18% and 0.71% respectively, while RoLo-R underperforms
RAID10 under proj 0 and src2 2 by 8.11% and 5.09%
respectively.

The reason behind RoLo-R’s inferior performance to
RoLo-P, by 3.77% and 4.35% under proj 0 and src2 2
respectively, is because the former issues three copies of
each written data to provide higher reliability while the
latter issues only two such copies. It is interesting to notice
the polarization of the average response time of RoLo-E
under proj 0 and src2 2. To investigate the main reason
behind this performance disparity of RoLo-E under the two
traces, we analyze the corresponding read hit rates during
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Table IV
COMPARISON RESULTS AMONG RAID10, GRAID, ROLO-P, ROLO-R AND ROLO-E

Energy saved over Performance gained over Reliability compared with
RAID10 GRAID RAID10 GRAID RAID10 GRAID

src2 2 proj 0 src2 2 proj 0 src2 2 proj 0 src2 2 proj 0
RoLo-P 47.2% 42.6% 11.81% 11.50% -0.71% -4.18% 0% 0% Lower Higher
RoLo-R 47.2% 42.6% 11.81% 11.50% -5.09% -8.11% -4.35% -3.77% Higher Higher
RoLo-E 81.7% 75.8% 69.37% 62.70% 75% -584% 75.18% -557% Higher Higher

Table V
A SUMMARY OF CHARACTERISTICS OF ROLO-E UNDER src2 2

AND proj 0

Trace Read Read Hit Burstiness Performance
Ratio Rate Gained over RAID10

proj 0 5.10% 26.67% Very Low -584%
src2 2 0.38% 90.59% Very High 75%
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Figure 11. Energy saved over RAID10 as a function of the number
of disks under src2 2 and proj 0

our experiments. Table V shows that the read ratio of src2 2
approaches to 0 while its read hit rate is over 90%, which
sharply contrasts to proj 0 that has a read ratio about 14
times that of src2 2 and a read hit rate of less than 30%.
This means that proj 0 results in much more read misses
than src2 2, where each missed read request translates into
a disk spin-up operation and incurs an expensive latency
penalty of 1000-10000 times that of a read hit.

The comparison results among RAID10, GRAID, RoLo-
P, RoLo-R and RoLo-E are listed in Table IV.

C. Sensitivity Study

To examine the impacts of the number of disks, the stripe
unit size, the available free storage space, the disk sizes
and write intensiveness, we conduct a series of sensitivity
studies through experiments. Since RoLo-E will be most
suitable for write-dominated workloads where performance
and energy efficiency are the main concerns, as discussed
earlier, its response time measures will not be included in
this sensitivity study.
Number of Disks : To examine the impact of the number
of disks, we conduct experiments on different numbers of
disks (20, 30 and 40 for RoLo and 20+1, 30+1 and 40+1
for GRAID) in a RAID10 disk array with a stripe unit size
of 64KB.

As all the primary disks of the RoLo-P, RoLo-R and
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Figure 12. Average response time as a function of the number of
disks under different traces

GRAID schemes are kept ACTIVE, it is expected that more
energy is consumed with an increase in the number of disks.
Figure 11 shows that the amount of energy saved by GRAID,
RoLo-P, RoLo-R and RoLo-E from the RAID10 scheme
increases by 1.82%, 2.41%, 2.41% and 7.77% respectively
as the number of disks increases from 20 to 40 under
src2 2. These energy-saving increases improve to 2.58%,
6.10%, 6.10% and 9.26% respectively under proj 0. We can
conclude that proportionally more energy can be saved as
the number of disks increases for GRAID, RoLo-P, RoLo-R
and RoLo-E. Note that the amount of the increased energy
savings by RoLo-P, RoLo-R and RoLo-E are much larger
than that by GRAID as the disk array size increases.

From Figure 12 we can conclude that the average response
times of RAID10, GRAID, RoLo-P and RoLo-R decrease
as the disk array expands in size, as a result of the increased
disk access parallelism.
Stripe Unit Size:To examine the sensitivity of RoLo to
the stripe unit size, we conduct experiments on a 40-disk
RAID10 disk array with stripe unit sizes of 16KB, 32KB
and 64KB, respectively. The experimental results, not shown
here for space constraint, reveal that, except for RoLo-E that
is noticeably sensitive to stripe unit size under src2 2, none
of the schemes is sensitive at all to stripe unit size in terms
of energy efficiency. To explain the sensitivity of RoLo-E
to stripe unit size under src2 2, we find from the trace
characteristics that the average read request size is 68.08KB
and 17.84KB for src2 2 and proj 0 respectively. When
the stripe unit size is set to 16KB under src2 2, most of
the read requests are split into more than one sub-requests
and more disks have to be spun up. The number of disks
spun up for the read miss requests are reduced as stripe unit
size increases, which explains why energy saved by RoLo-
E from RAID10 increases as the stripe unit size increases
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from 16KB to 64KB.
Free Storage Space: To evaluate RoLo with different
amounts of free disk space, we conduct experiments on a
40-disk RAID10 array with a stripe unit size of 64KB.
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Figure 13. Energy saved over GRAID as a function of the amount
of free storage space under src2 2 and proj 0

Figure 13 shows that the amounts of energy saved by
RoLo-P, RoLo-R and RoLo-E from GRAID slightly de-
crease with a reduction in the free storage space. The reason
is that the capacity of the active logging space, which
is proportional to the free space available on the on-duty
logger, decreases with a reduction in the free space of
every disk. This in turn means a shorter logging period that
requires more frequent rotations of the logger, i.e., more
frequent disk spin-up/down.

The experimental results show that the average response
times of RoLo-P, RoLo-R and RoLo-E are almost unchanged
as the free storage space changes, suggesting that the average
response time of RoLo is not sensitive to the amount of avail-
able free storage space. The reason is that the background
destaging I/O activities with a lower priority have no or little
impact on the foreground I/O performance, even though the
decreased free storage space shortens the logging period.
Disk Sizes: To examine the sensitivity of the energy saving
effectiveness to the size of disks, we set disk capacity of
GRAID as 16GB, 8GB, 4GB and that of RoLo-P/R as
8GB, 4GB, 2GB correspondingly to keep the fixed free
storage space ratio as 50%. The experimental results, not
shown here for space constraint, reveal that the energy
saving effectiveness of RoLo over GRAID does not vary
with the disk capacity under the condition of unalterable
disk I/O performance. This phenomenon is consistent with
the observations made in Section II. Consequently, we can
conclude that the energy saving effectiveness of RoLo over
GRAID varies with the number of disks and free storage
space rather than the disk size under fixed free storage space
ratio. The energy saving effectiveness of RoLo over GRAID
under different disk models, such as Seagate Cheetah 15K.5
[1], with larger capacity and particular performance and
power parameters will be studied as our future work.
Write Intensiveness: We conduct experiments on a 40-disk
RAID10 array with a stripe unit size of 64KB to evaluate the
effectiveness of RoLo in non-write-intensive workloads with
five traces with different write intensities, mds 0, wdev 0,
web 1, rsrch 2 and hm 1. The characteristics of these five

Table VI
A SUMMARY OF CHARACTERISTICS OF mds 0, wdev 0, web 1,

rsrch 2 AND hm 1

Trace Write Ratio IOPS Avg.Req Size Write Capacity
mds 0 88.11% 2.00 9.20KB 7.0GB
wdev 0 79.92% 1.89 9.08KB 7.15GB
web 1 45.89% 0.27 29.07KB 664MB
rsrch 2 34.31% 0.35 4.08KB 295MB
hm 1 4.66% 1.02 15.16KB 553MB

traces are listed in Table VI.
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Figure 14. Energy consumption and average response time, nor-
malized to RAID10, under different traces

Figure 14 shows that the energy consumptions of RoLo-P
and RoLo-R are the same as that of GRAID and the average
response time of RoLo-R is worse than those of RoLo-P and
GRAID under mds 0, wdev 0, web 1, rsrch 2 and hm 1
by 0.74% ∼7.31%. It indicates that when RoLo is deployed
in non-write-intensive application environments, its negative
impact, if any, is negligible.

VI. RELATED WORK

Logging techniques Logging techniques have been widely
used in hierarchical storage architectures to improve perfor-
mance or energy efficiency of storage systems. DCD [17]
uses a small log disk as a secondary disk cache beneath
a memory cache to optimize write performance. Logging
RAID [8] bundles small writes into large writes to overcome
the small-write performance problem in parity-based disk
arrays. GRAID [21] concentrates the second copy of write
data blocks onto an extra log disk to prolong the idle period
of mirrored disks to save energy. Different from the above
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existing logging architectures with a fixed and dedicated
logger, RoLo rotates the logger among the logical logging
space pool formed by free storage space, thus avoiding the
dedicated and extra log disks. RoLo is also different from
Log-structured File System [28] in how the write data blocks
are updated to the targeted permanent location.
Destaging algorithms When and which data blocks to
destage are the main concerns of destaging schemes. Dif-
ferent from the fixed periodic update policy in traditional
UNIX systems [25], modern destaging schemes used in
MEMORY/NVRAM-DISK multi-level storage architectures
tend to maintain a good tradeoff between exploiting temporal
locality and spatial locality for destaging and preventing
frequent write buffer overflow [5] [7][13] [23] [26][32] .
However, RoLo is used in log-disk based storage systems,
for which the capacity of log disk(s) is much larger than that
of expensive small capacity NVRAM. RoLo is similar to the
previous schemes in scheduling the destaging process as a
background task and steals idle periods for destaging. How-
ever, in order to prolong the idle periods of as many mirrored
disks as possible, RoLo carries out decentralized destaging
along with rotated logging to alleviate or eliminate the
negative impact on energy efficiency caused by centralized
destaging in conventional centralized logging architecture,
e.g., GRAID. During the decentralized destaging of RoLo,
spatial locality is exploited to bundle as many data blocks
with successive location as possible in one destaging I/O
operation.
Energy efficient schemes Single-hard-disk energy efficiency
optimization schemes, such as Dynamic RPM (DRPM)
[15], Intra-Disk Parallelism (IDP) [29] and FS2 [18], are
orthogonal to and thus can help extend the power savings
of RoLo, which is optimized for write-dominant workloads.
Free space is exploited in FS2 and PARAID [33] to save
energy, where FS2 utilizes free space to replicate some data
blocks to minimize the disk positioning time while PARAID
uses it to gather all active data onto a small number of disks
in a RAID. In contrast, RoLo utilizes free space to form a
large logical logging space.

VII. CONCLUSION

In this paper, we propose a rotated logging RAID10
storage architecture RoLo, which combines decentralized
destaging with rotated logging, to overcome the shortcom-
ings of conventional centralized logging architecture. By
spreading destaging I/O activities among short idle time slots
and proactively reclaiming the stale logging space, RoLo
rotates loggers among a logical logging space pool formed
collectively from the free storage space available among
mirrored disks, and thus not only achieves high scalability
and enhanced energy efficiency, but also eliminates the
additional hardware and energy costs, potential single point
of failure and performance bottleneck caused by the extra
dedicated log disks. We design three flavors of RoLo, i.e.,

RoLo-E/R/P, for respectively specific application scenarios
and analytically comparison on their reliability. The detailed
trace-driven experimental evaluations demonstrate their ad-
vantages over both a centralized logging RAID10 system
and a typical RAID10 system. A study on the feasibility and
efficiency of RoLo deployed in parity-based storage systems
will be conducted as our future work.
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