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ABSTRACT
The workflows of the predominant user-facing datacenter services,
including web searching and social networking, are underlaid by
various Fork-Join structures. Due to the lack of understanding the
performance of Fork-Join structures in general, today’s datacen-
ters often resort to resource overprovisioning, operating under low
resource utilization, to meet stringent tail-latency service level ob-
jectives (SLOs) for such services. Hence, to achieve high resource
utilization, while meeting stringent tail-latency SLOs, it is of para-
mount importance to be able to accurately predict the tail latency
for a broad range of Fork-Join structures of practical interests.

In this paper, we propose ForkTail, a black-box Fork-Join tail
latency prediction model that covers a wide range of Fork-Join
structures. In ForkTail, all Fork nodes are treated as black boxes,
admitting both homogeneous and inhomogeneous cases, and dif-
ferent requests in the request flow are allowed to spawn different
numbers of tasks forked to different numbers of Fork nodes. On
the basis of the central limit theorem for queuing models under
heavy load, we are able to arrive at a highly computational effective,
empirical expression for the tail latency as a function of the means
and variances of the task response times. Since this expression
can be applied to request sub-flows at any granularities, it can be
used for tail-latency prediction for services in a consolidated en-
vironment, where different services and applications may share
the same datacenter cluster resources. Our extensive testing results
based on model-based and trace-driven simulations, as well as a
real-world case study in a cloud environment demonstrate that
the expression can consistently predict the tail latency within 20%
and 15% prediction errors at 80% and 90% load levels, respectively.
Moreover, our sensitivity analysis demonstrates that such errors
can be well compensated for with no more than 5% and 3% resource
overprovisioning at these two load levels, respectively. This, to-
gether with its extremely low computational complexity, makes
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ForkTail a viable tool for both offline and online job scheduling and
resource provisioning for user-facing datacenter applications.
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1 INTRODUCTION
Fork-Join structures underlay many user-facing datacenter services,
including web searching and social networking. A Fork-Join struc-
ture is a critical building block in the request processing workflow
that constitutes a major part of request processing time and hard-
ware cost, e.g., more than two-third of the total processing time
and 90% hardware cost for a Web search engine [22]. In a Fork-Join
structure (e.g., Fig. 1), each request in a flow spawns multiple tasks,
which are forked to, queued and processed at different fork nodes
in parallel; the task results are merged at a join node; and the final
results are returned. Due to barrier synchronization, the request re-
sponse time is determined by the slowest task, making it extremely
challenging to predict the request performance, in particular, the
request tail latency. This is because tail latency is a probabilistic
performance measure concerning the tail probability, which is hard
to capture, from both modeling and measurement points of view.
In particular, it is harder but more important1 to predict the tail
latency under heavy load conditions than light ones. This is because
as the load becomes heavier, so does the tail distribution, e.g., the
99th percentile of memcached request latencies on a server jumps
from less than 1ms at the load of 75% to 1s at the load of 89% [8].

Tail latency is considered to be the most important performance
measure for user-facing datacenter applications [10] and it is nor-
mally expressed as a high percentile request response time, e.g.,
the 99th percentile response time of 200ms, to satisfy as many user
requests as possible. Unfortunately, without a good tail-latency pre-
diction model, especially in the high load region, to provide high
assurance of meeting tail-latency SLOs for user-facing services, the
current practice is to overprovision resources, which however, re-
sults in low resource utilization in datacenters [16, 34]. For example,
1In the low load region, tail-latency requirements can be easily satisfied as the available
resources are abundant. In contrast, in the heavy load region in which the leftover
resource is scarce, resource allocation with high precision must be exercised to meet
user tail-latency requirements.
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aggregate CPU and memory utilizations in a 12,000-server Google
cluster are mostly less than 50%, leaving 50% and 40% allocated
CPU and memory resources, respectively, idle almost at any time
[34]. Similarly, in a large production cluster at Twitter, aggregate
CPU usage is within 20%–30% even thought CPU reservations are
up to 80% and aggregate memory usage is mostly within 40%–50%
while memory allocation consistently exceeds 75% [16]. Hence,
how to improve resource utilization or the load from currently less
than 50% to, say, 80-90%, while meeting stringent SLOs has been
a challenging issue for datacenter service providers [16]. To this
end, a key challenge to be tackled is how to accurately capture the
tail latency with respect to various Fork-Join structures at high load.

Fork-Join structures are traditionally modeled by a class of queu-
ing network models, known as Fork-Join queuing networks (FJQNs)
[9]. FJQNs are white-box models in the sense that all the Fork no-
des are explicitly modeled as queuing servers with given queuing
discipline and service time distribution. In this paper, we argue
that attempting to use FJQNs to cover a sufficiently wide range
of Fork-Join structures of practical interests is not a viable solu-
tion. Instead, a black-box solution that can cover a broad range of
Fork-Join structures must be sought.

On one hand, FJQNs are notoriously difficult to solve in general.
Despite the great effort made for more than half a century, to date,
no exact solution is available even for the simplest FJQN where all
the queuing servers are M/M/1 queues [37]. Although empirical
solutions for some FJQNs are available, e.g., [11, 25, 29, 33, 38],
they can only be applied to a very limited number of Fork-Join
structures, e.g., homogeneous case, the case of First-In-First-Out
(FIFO) queuing discipline, and a limited number of service time
distributions.

On the other hand, the design space of Fork-Join structures
of practical interests is vast. It encompasses (a) a wide range of
queuing disciplines and service time distributions (e.g., both light–
tailed and heavy-tailed) [9]; (b) the case with multiple replicated
servers per Fork node for failure recovery, task load balancing,
and/or redundant task issues for tail cutting [14, 39] or fast reco-
very from straggling tasks [42]; (c) the case where the number of
spawned tasks per request may vary from one request to another
[31]; and (d) the case of consolidated services, where different types
of services and applications may share the same datacenter cluster
resources [15]. Clearly, the existing FJQNs can hardly cover such a
design space in practice.

To tackle the above challenges, in this paper, we propose to study
a black-box Fork-Join model, called ForkTail, to cover a broad range
of Fork-Join structures of practical interests. By “black-box”, we
mean that each Fork node is treated as a black box, regardless of how
many replicated servers there are and how tasks are distributed,
queued, and processed inside the box. It also allows the number of
spawned tasks per request, k , to be a random integer taking values
in [1,N ], where N is the maximum number of Fork nodes. As we
shall see, our solution to this black-box model indeed adequately
covers the above design space.

However, a general solution to ForkTail is unlikely to exist, given
the limited success in solving the white-box FJQNs. Nevertheless,
we found that for the black-box model, empirical solutions under
heavy load conditions do exist. Inspired by the central limit theorem
for G/G/m queuing servers under heavy load [23, 26], we were

able to demonstrate [30] that in a load region of 80% or higher,
where resource provisioning with precision is most desirable and
necessary, an empirical expression of the tail-latency for a special
case of the black-box model, i.e., k = N for all the requests, exists,
which can predict the tail latencies within 20% and 15% errors at
load levels of 80% and 90%, respectively, for the cases (a) and (b) in
the design space mentioned above. As our sensitivity analysis in
Section 5 shows, such prediction errors can be well compensated
for with no more than 5% and 3% resource overprovisioning at these
load levels, respectively.

The work in this paper makes the following contributions. First,
it generalizes the solution in [30] to also cover cases (c) and (d)
in the design space, hence, making it applicable to most Fork-Join
structures of practical interests. Second, it gives the first empirical,
universal solution to any white-box FJQNs at high load and hence, it
makes a contribution to the queuing network theory as well. In fact,
as we shall show in Section 4.1, for any white-box FJQN with M/G/1
Fork queuing servers, our approach leads to closed-form approxi-
mate solutions, which are on par with the most elaborate white-box
solutions in terms of accuracy across the entire load range at much
lower computational complexity. Third, comprehensive testing and
verification of the proposed solution is performed for all (a)-(d)
Fork-Join structures, based on model-based and trace-driven simu-
lation, as well as a real-world case study. Fourth, sensitivity analysis
indicates that ForkTail can lead to accurate resource provisioning
for user-facing interactive datacenter services in a consolidated
datacenter environment at high load. Finally, preliminary ideas are
provided as to how to use this solution to facilitate tail-latency-
SLO-guaranteed job scheduling and resource provisioning.

The rest of the paper is organized as follows. Section 2 reviews
the relatedwork. Section 3 introduces ForkTail and the empirical tail
latency approximations. Section 4 performs extensive testing of the
accuracy of the approximations. Section 5 presents the sensitivity
analysis for ForkTail. Section 6 discusses how ForkTail may be used
to facilitate effective job scheduling and resource provisioning with
tail-latency-SLO guarantee. Finally, Section 7 concludes the paper
and discusses future work.

2 RELATEDWORK
Fork-Join structures are traditionally modeled by FJQNs. To date,
the exact solution exists for a two-Fork-node FJQN only [18, 29].
Most works primarily focus on the approximation of mean response
time [4, 29, 38] and its bounds [5, 12]. For networks with general
service time distribution, several works have introduced hybrid
approaches that combine analysis and simulation to derive the
empirical approximation for mean response time [11, 29].

Some analytic results are available on redundant task issues
[19, 32, 41]. They either address only a single replicated server
subsystem with exponential task service time distribution [19] or
parallel request load balancing without task spawning [32, 41].

In terms of tail-latency related research, several works dealt with
the approximation of response time distribution assuming a simple
queuing model for each Fork node, e.g., M/M/1 [6] or M/M/k [25].
Computable stochastic bounds on request waiting and response
time distributions for some FJQNs are provided in a recent work
[35]. The most interesting and relevant work is given in [33]. The
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authors of this work proposed a method for the approximation
of tail latency for homogeneous FJQNs based on the analytical
results from single-node and two-node cases. The approximation
applies to FJQNs with any service time distribution that can be
transformed into a phase-type distribution. In Section 4.1, we apply
our approach to these FJQNs, which are then compared against
the approximations from this work, in terms of both prediction
accuracies and computational complexity. Although outperforming
our solutions by a few percentage points in terms of tail prediction,
its computational complexity renders it infeasible to facilitate online
resource provisioning. Moreover, this work can only cover a small
fraction of the aforementioned design space and hence, cannot be
used to facilitate resource provisioning in practice.

Due to the lack of theoretical underpinning, the existing tail-
latency-SLO-aware resource provisioning proposals cannot provide
tail-latency SLO guarantee by design. Instead, various techniques
such as tail-cutting techniques [14, 39], a combination of job priority
and rate limiting based on network calculus [44] are employed to
indirectly provide high assurance of meeting tail-latency SLOs. As
indirect solutions, however, they cannot ensure precise resource
allocation to meet tail-latency SLOs, while allowing high resource
utilization, and hence may result in resource overprovisioning.
Yet, another alternative solution is to track the target tail-latency
SLO through online, direct tail-latency measurement and dynamic
resource provisioning [17, 40]. This approach, however, may not
be effective, especially in enforcing stringent tail latency SLOs. To
see why this is true, consider the 99.9th percentile request response
time of 200ms, i.e., probabilistically, only one out of 1000 requests
should experience a response time greater than 200ms. Assume
that the average request arrival rate is 50 per second. To track,
through direct tail-latency measurement, whether this tail latency
SLO is violated or not with reasonably high confidence, one needs
to collect, e.g., 100K samples to see if there are more than 100
requests whose response times exceed 200ms. This, however, takes
about 100K/50 = 2000 seconds or about 33 minutes of measurement
time! Given possibly high volatility of datacenter workloads, the
tail latency SLO may have been violated multiple times during this
measurement period, even though the total number of requests
whose response times exceeding 200ms may be well within 100.

In summary, a solution that can predict the tail latency using a
small number of samples collected in a short period of time as input
and that applies to a large design space of Fork-Join structures must
be sought, the primary motivation of the current work.

3 FORKTAIL
The black-box model described in this section, called ForkTail, gre-
atly extends the scope of the black-box model introduced in [30] to
address the entire design space mentioned in Section 1.

Consider a black-box Fork-Join model with each request or job
(hereafter, these two terms are used interchangeably) in the inco-
ming request flow spawning k tasks mapped to k out of N Fork
nodes where k ≤ N , as depicted in Fig. 1. The results from all k
tasks are finally merged at a Join node (i.e., the triangle on the right).
Requests arrive following a random arrival process with average
arrival rate λ. Although the proposed solution applies to arbitrary
arrival processes, we consider only Poisson arrival process, as it is

1

N

Tj1

Tjk

Rj

1

3

2
Dispatcher

λ λ

Figure 1: Black-box Fork-Join model.

widely recognized to be a reasonably accurate model for datacenter
applications in practice [28]. Each Fork node may be composed of
more than one replicated servers for task-level fault tolerance, load
balancing, tail-cutting, and/or straggler recovery. An example Fork
node with three server replicas is depicted in Fig. 1.

The above model deals with a general case where k ≤ N . Note
that the traditional FJQNs cover only a small fraction of this design
space, i.e., k = N , homogeneous Fork nodes with a single server
per node, which is modeled as a FIFO queuing system.

General solutions to ForkTail are unlikely to exists. Fortunately,
we are most interested in finding solutions in high load regions where
precise resource provisioning is highly desirable and necessary. There
is a large body of research results in the context of queuing per-
formance in high load regions (e.g., see [36] and the references
therein). In particular, a classic result, known as the central limit
theorem for heavy traffic queuing systems [23, 26] states that for
a G/G/m queue (i.e., general arrival process, general service time
distribution, and m servers) under heavy load, the waiting time
distribution can be approximated by an exponential distribution.
Clearly, this theorem applies to the response time distribution as
well, since the response time distribution converges to the waiting
time distribution as the traffic load increases. The intuition behind
this approximation is that in the high load region, the long queuing
effect helps effectively smooth out service time fluctuations (i.e.,
the law of large numbers), which causes the response time to con-
verge to a distribution closely surrounding its mean value, i.e., the
short-tailed exponential distribution, regardless of the actual arrival
process and service time distribution. Inspired by this result, we
postulate that for tasks mapped to a black-box Fork node and in a
high load region, the task response time distribution FT (x) for any
arrival process can be approximated as a generalized exponential
distribution function [20], as follows,

FT (x) = (1 − e−x/β )α , x > 0, α > 0, β > 0, (1)

where α and β are shape and scale parameters, respectively.
The mean and variance of the task response time are given by [20]

E[T ] = β[ψ (α + 1) −ψ (1)], (2)
V[T ] = β2[ψ ′(1) −ψ ′(α + 1)], (3)

where ψ (.) and its derivative are the digamma and polygamma
functions.
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From Eqs. (2) and (3), it is clear that the distribution in Eq. (1)
is completely determined by the mean and variance of the task
response time. In other words, the task response time distribution
can be measured by treating each Fork node as a black box as shown
in Fig. 2. The rationale behind the use of this distribution, instead of
the exponential distribution, is that it can capture both heavy-tailed
and light-tailed task behaviors depending on the parameter settings
and meanwhile, it degenerates to the exponential distribution at
α = 1 and E[T ] = β . In [30], we showed that this distribution
significantly outperforms the exponential distribution in terms of
tail latency predictive accuracy.

E[T], V[T]

λ λ

Figure 2: A Fork node as a black box.

Now, with all the Fork nodes in Fig. 1 being viewed as black
boxes, the response time distribution for any request with k tasks
can be approximated using the order statistics [37] as follows,

F
(k )
X (x) =

k∏
i=1

FTi (x) =
k∏
i=1

(1 − e−x/βi )αi , (4)

Note that the above expression is exact if the response times for
tasks mapped to different Fork nodes are independent random vari-
ables. This, however, does not hold true for any Fork-Join structures,
simply because the sample paths of the task arrivals at different
Fork nodes are exactly the same, not independent of one another.
This is the root cause that renders the Fork-Join models extremely
difficult to solve in general. Our postulation is that as load rea-
ches 80% or higher where precise resource provisioning is desirable
and necessary, the tail-latency prediction errors introduced by this
assumption will become small enough for resource provisioning
purpose. Our extensive testing results in this paper provide strong
support of the postulation, making our modeling approach the only
practically viable one.

Tail latency xp , defined as the pth percentile request response
time, can then be written as,

xp = F
(k)
X

−1
(p/100) . (5)

Eq. (5) simply states that in a high load region, the tail latency
can be approximated as a function of the means and variances
of task response times for all k tasks at their corresponding Fork
nodes, irrespective of what workloads cause the heavy load. The
implication of this is significant. It means that this expression is
applicable to a consolidated datacenter cluster where more than one
service/application share the same cluster resources. Moreover, this
expression allows tail latency to be predicted using a limited num-
ber of request samples from the same service or different services
with similar task service time statistics, thanks to its dependence on
the first two moments of task response times only, i.e., the means
and variances. Using the same example given in Section 2, with only
20 seconds of measurement time, one can collect 20×50 = 1000 task
samples at individual Fork nodes to allow a reasonably accurate
estimation of the means and variances of task response times. With

moving average for a given time window, e.g., 20 seconds, these
means and variances and hence, the tail latency prediction, can
be updated every tens of milliseconds, making it possible to use
ForkTail to enable fast online tail-latency-guaranteed job sched-
uling and resource provisioning. This is in stark contrast to the
33-minute window required for the tail latency prediction based
on direct tail-latency measurement.

The results so far is general, applying to the inhomogeneous
case, where task response time distributions may be different from
one task to another, due to, e.g., the use of heterogeneous Fork
nodes and/or uneven background workloads. As a result, the tail
latency predicted by Eq. (5) may be different from one request to
another or even for the two identical requests, as long as their
respective Fork nodes do not completely coincide with one another,
or they are issued at different times. In other words, Eq. (5) is a
fine-grained tail latency expression. For certain applications, such
as offline resource provisioning (see Section 6 for explanations) and
coarse-grained, per-service-based tail-latency prediction, one may
be more interested in the homogeneous case only. In this case, the
response time distribution can be further simplified as,

F
(k )
X (x) = (1 − e−x/β )kα . (6)

This is because the means and variances given in Eqs. (2) and (3) are
the same for the homogeneous case. A coarser-grained cumulative
distribution function (CDF) of the request response time can then
be written as,

FX (x) =
∑
ki

FX |K (x |ki )P(K = ki ), (7)

where FX |K (x |ki ) is the conditional CDF of the request response
time for requests with ki tasks, given by Eq. (6), i.e., FX |K (x |ki ) =

F
(ki )
X (x), and P(K = ki ) = Pi is the probability that a request spawns

ki tasks.
Further assume that there are m request groups with distinct

numbers of tasks ki ’s, i = 1, . . . ,m, and corresponding probabilities
Pi ’s. We then have,

FX (x) =
m∑
i=1

Pi · F
(ki )
X (x). (8)

Correspondingly, the tail latency for them groups of requests as a
whole can then be readily obtained, similar to Eq. (5), as follows,

xp = F−1X (p/100). (9)

For example, the tail latency for a given service can be predicted by
collecting statistics for ki ’s and Pi ’s, as well as mean and variance of
task response time and applying them to the tail latency expression
in Eq. (9).

3.1 Application to White-Box FJQNs
Clearly, the above black-box approach leads to closed-form solu-
tions for any white-box models whose analytical expressions for
the means and variances of task response times are available, whet-
her it is homogeneous or not. In fact, our solution works for the
case where different Fork nodes may have different service time
distributions and queuing disciplines. As an example, we apply our
approach to a large class of FJQNs, where each Fork node is an
M/G/1 queue.
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Figure 3: Prediction errors for the 99th percentile response times for ForkTail and EAT.

LetW , S , and T denote random variables for task waiting time,
service time, and response time, respectively. SinceW and S are
independent random variables, the mean and variance of the task
response time are given as,

E[T ] = E[W ] + E[S],

V[T ] = V[W ] + V[S].

From Takács recurrence theorem [24], the kth moment of the
waiting time can be computed by

E[W k ] =
λ

1 − ρ

k∑
i=1

(
k

i

)
E[Si+1]

i + 1
E[W k−i ].

Using this theorem, the mean and variance of the task response
time can be derived as follows,

E[T ] = E[S]

(
1 +

ρ

1 − ρ
·
1 +C2

S
2

)
, (10)

V[T ] = E[W ]2 +
λE[S3]

3(1 − ρ)
+ E[S2] − E[S]2, (11)

where E[Sk ] is the kth moment of the service time; ρ is the server
utilization, ρ = λE[S]; C2

S is the squared coefficient of variation
of service times, C2

S = V[S]/E[S]
2; and E[W ] is the mean waiting

time, E[W ] = λE[S2]/[2(1 − ρ)].
The task response time distribution can then be approximated

by Eq. (1) whose parameters can be found by substituting Eqs. (10)
and (11) into Eqs. (2) and (3), respectively. Finally, the tail latency
for the homogeneous system can be obtained from Eq. (9).

4 TAIL LATENCY PREDICTION VALIDATION
In this section, ForkTail is extensively validated against the results
from model-based simulation, trace-driven simulation, and a case
study in Amazon EC2 cloud. The validation is performed for the
systems with k = N , k ≤ N , and consolidated services, separately.
The accuracy of the prediction is measured by the relative error be-
tween the value predicted from ForkTail, tp , and the one measured
from simulation or real-system testing, tm , i.e.,

error =
100(tp − tm )

tm
.

Due to the page limitation, in this paper, we only provide testing
results for the 99th percentile tail latencies. The testing results at the
99.9th percentile tail latencies are given in an extended version of

this paper, which is available online [3]. All the conclusions drawn
in this paper stay intact in [3].

4.1 Case 1: k = N
A notable example for this case is Web search engine [7] where a
search request looks up keywords in a large inverted index distri-
buted on all the servers in the cluster. We validate ForkTail with
three testing approaches, i.e., white-box and black-box model-based
testing as well as a real-world case study in Amazon EC2 cloud.

White-BoxModel-based Testing:Here we study the accuracy of
ForkTail when applied to homogeneous, single-server-Fork-node
Fork-Join systems with the assumption that the service time distri-
bution is known in advance, the approach taken in previous works
on performance analysis of FJQNs [37]. The tail latency prediction
involves the following steps:
– Compute the mean, variance, and third moment for the given
task service time distribution.

– Find the mean and variance of task response times from Eqs. (10)
and (11).

– Substitute the above mean and variance into Eqs. (2) and (3),
respectively, and solve that system of equations to find the scale
and shape parameters of the generalized exponential distribution
in Eq. (1), which is used to approximate the task response time
distribution.

– Calculate thepth percentile of request response times from Eq. (9).
First, we compare ForkTail against the state-of-the-art prediction

approach for homogeneous FJQNs [33], referred to as efficient approx-
imation for tails (EAT). This approximation is based on analytical
results from single-node and two-node systems. Fig. 3 shows the
comparative results for three service time distributions studied in
[33], i.e., Erlang-2, Exponential, and Hyperexponential-2, at the
loads of 10%, 50%, and 90%2 and numbers of nodes of 100, 500, and
1000.

EAT provides more accurate (from a few to several percentage
points) approximations for the 99th percentiles of response times
across all the cases studied. Much to our surprise, our approach
yields most of the errors within 10%, across the entire load range.
Although outperforming our approach, EAT has its limitations.
First, it can be applied only to homogeneous FJQNs where each
node can be generally modeled as a MAP/PH/1 queuing system,

2For EAT, the case for Hyperexponential-2 at the load of 90% is not available, due to a
numerical error running the code provided in [33].
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Figure 4: Prediction errors of the 99th percentile response times for white-box systems with single-server Fork nodes.

i.e., Markovian arrival processes and phase-type service time dis-
tribution with one service center. Second, the method requires the
service time distribution to be known in advance and converted
into a phase-type distribution, which is nontrivial, especially for
heavy-tailed distributions [21]. Third, the method may incur high
computational complexity, depending on the selection of a constant
C , whose value determines the computational runtime and pre-
diction accuracy. It takes at least 2 seconds on our testing PC (Core
i7-4940MX Quad-core, 32GB RAM) to get the resulting percentiles
even at the lesser degree of accuracy with C = 100 (more than 300
seconds atC = 500). In contrast, our method takes less than 5 milli-
seconds to compute the required percentiles. As a result, similar to
other existing white-box solutions, EAT has limited applicability
for datacenter job scheduling and resource provisioning in practice.

To cover a sufficiently large workload space, we further consider
service time distributions with heavy tails, which are common in
practice [27] and cannot be easily dealt with by EAT, including the
following,
– Empirical distribution measured from a Google search test leaf

node provided in [27], which has a mean service time of 4.22ms,
a coefficient of variance (CV) of 1.12, and the largest tail value of
276.6ms;

– Truncated Pareto distribution [21] with the same mean service
time and a CV of 1.2, whose CDF is given by,

FS (x) =
1 − (L/x)α

1 − (L/H )α
0 ≤ L ≤ x ≤ H ,

where α is the shape parameter; L is the lower bound; andH is the
upper bound, which is set at the maximum value of the empirical
distribution above, i.e., H = 276.6ms, resulting in α = 2.0119 and
L = 2.14ms.

– Weibull distribution [9], also with the same mean service time
and a CV of 1.5, whose CDF is defined as,

FS (x) = 1 − exp[−(x/β)α ] x ≥ 0,

where α = 0.6848 and β = 3.2630 are shape and scale parameters,
respectively.
Fig. 4 presents the prediction errors for the 99th percentile re-

sponse times for the above cases. The Weibull distribution, which
is less heavy-tailed, consistently yields smaller errors, well within
5%, for the entire load range studied, similar to the short-tailed dis-
tribution cases studied earlier. The empirical and truncated Pareto
distributions, which are more heavy-tailed, provide good approxi-
mations for the 99th percentiles at the load of 80% or higher, which
is well within 17% and 5% at the load of 80% and 90%, respectively,

agreeing with our postulation.

Black-Box Model-based Testing: We now validate ForkTail wit-
hout making assumption on the service time distribution at each
Fork node. We treat each Fork node as a black-box and empirically
measure the mean and variance of task response times at each gi-
ven arrival rate λ or load. These measures are then substituted into
Eqs. (2) and (3), respectively, to find the shape and scale parameters,
which are in turn used to predict the tail latency based on Eq. (9).

For all the three heavy-tailed FJQNs studied above, we consi-
der two types of Fork nodes, i.e., one with single server and the
other with three replicated servers. For the one with three servers,
we explore two task dispatching policies. The first policy is the
Round-Robin (RR) policy, in which the dispatcher will send tasks
to different server replicas in an RR fashion. The second policy
is still RR, but it also allows redundant task issues, a well-known
tail-cutting technique [14, 39]. This policy allows one or more re-
plications of a task to be sent to different server replicas in the Fork
node. The replications may be sent in predetermined intervals to
avoid overloading the server replicas. In our experiments, at most
one task replication can be issued, provided that the original one
does not finish within 10ms, which is around the 95th percentile of
the empirical distribution above.

Figs. 5–7 present the prediction errors at different load levels
and N ’s for the 99th percentile response times for all three FJQNs
with single server and three servers per Fork node, respectively.
First, we note that the prediction errors for the cases in Fig. 5 are
very close to those in Fig. 4. This is expected as the white-box and
black-box results, ideally, should be identical. The differences are
introduced due to simulation and measurement errors. Second, the
prediction performances of the cases with three replicas and the RR
policy in Fig. 6 are also very close to those of the cases in Fig. 5, with
errors being well within 20% and 10% at the loads of 80% and 90%,
respectively, for all the case studies, further affirming our postula-
tion. The two scenarios have similar performances because they are
compared at the same load levels, where the RR policy in the second
scenario simply balances the load among three replicas, making
each virtually identical to the single-server scenario. In contrast
to these two scenarios, Fig. 7 shows that with the application of
the tail-cutting technique, the prediction errors are substantially
reduced, with less than 10% at the load of 80% or higher. This is
consistent with the earlier observation, i.e., the shorter the tail, the
smaller the prediction errors. This suggests that the tail-cutting
techniques, often utilized in datacenters to curb the tail effects, can
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Figure 5: Prediction errors of the 99th percentile response times for black-box systems with single-server Fork nodes.
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Figure 6: Prediction errors of the 99th percentile response times for black-box systems with 3-server Fork nodes and Round-
Robin dispatching policy.

Load (%)
50 75 80 90

E
rr

or
 (%

)

-50
-40
-30
-20
-10

0
10
20
30
40
50

Empirical - 99th - 3-server - Redundant

10-node
100-node

500-node
1000-node

Load (%)
50 75 80 90

E
rr

or
 (%

)

-50
-40
-30
-20
-10

0
10
20
30
40
50

Truncated Pareto - 99th - 3-server - Redundant

10-node
100-node

500-node
1000-node

Load (%)
50 75 80 90

E
rr

or
 (%

)

-50
-40
-30
-20
-10

0
10
20
30
40
50

Weibull - 99th - 3-server - Redundant

10-node
100-node

500-node
1000-node

Figure 7: Prediction errors of the 99th percentile response times for black-box systemswith 3-server Forknodes and redundant-
task-issue dispatching policy.

help expand the load ranges in which ForkTail can be applied.

A Case Study in Cloud:We also assess the accuracy of ForkTail
for a real case study in Amazon EC2 cloud. We implement a simple
Unix grep-like program on the Apache Spark framework (version
2.1.0) [2]. It looks up a keyword in a set of documents and returns the
total number of lines containing that keyword, as depicted in Fig. 8.
The cluster for the testing includes one master node using an EC2
c4.4xlarge instance and 32 or 64 worker nodes using EC2 c4.large
instances. We use a subset of the English version of Wikipedia as
the document for lookup. Each worker node holds a shard of the
document whose size is 128MB, corresponding to the default block
size on HDFS (Hadoop Distributed File System) [1]. A client, which
runs a driver program, sends a flow of keywords, each randomly
sampled from a pool of 50K keywords, to the testing cluster for
lookup. Each worker searches through its corresponding data block
to find the requested keyword and counts the number of lines
containing the keyword. The line count is then sent back to the

client program to sum up. Clearly, this testing setup matches the
black-box model.

Cluster Manager

Driver Program

SparkContext

Worker 1

CacheTask

Executor

Worker n

CacheTask

Executor

W
ikipedia docum

ents

Figure 8: Experiment setup in Amazon EC2 cloud.

We measure the request response time, i.e., the time it takes to
finish processing each keyword at the client. We also collect the
task response times, composed of the task waiting time and task
service time. The task waiting time is the one between the time the
request the task belongs to is sent to the cluster and the time the
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Figure 9: Predicted tail latencies for keyword occurrence counts in Amazon cloud with 32 (left) and 64 (right) nodes.

task is sent to a given worker for processing. This is because in the
Spark framework, all the tasks spawned by a request are kept in
their respective virtual queues corresponding to their target wor-
kers centrally. A task at the head of a virtual queue cannot be sent
to its target worker until the worker becomes idle. Hence, to match
our black-box model, the task response time must include the task
waiting time, i.e., the task queuing time plus the task dispatching
time, and the task service time, which is the actual processing time
at the worker the task is mapped to. From the collected samples,
we compute the means and variances of task response times, which
are in turn used to derive the task response time distribution as in
Eq. (1). Ideally, the task response time distributions for all the tasks
are the same, given that the workers are identical. In other words,
one would expect that this case study is homogeneous. However,
our measurement indicates otherwise. A careful analysis reveals
that this is mainly due to the task scheduling mechanism in the
Spark framework. Each data block has three replicas distributed
across different workers. By default, the placement preference is
to send a task to an available worker where the data block resides.
Unfortunately, as the request arrival rate or load increases, more
tasks are mapped to workers that do not hold the required data
blocks for the tasks, causing long task response time due to the need
to fetch the required data blocks from the distributed file system.
This results in higher variability in the task response time distri-
butions among different workers. Therefore, the inhomogeneous
model given in Eq. (4) is found to be more appropriate in high load
regions. This observation is confirmed by the experimental results,
presented in Fig. 9. As one can see, the inhomogeneous model (the
blue lines) gives quite accurate prediction for both 95th and 99th
percentiles at both N = 32 and 64 cases, while the prediction from
the homogeneous model (the green lines) gets worse as the load
becomes higher. Based on the inhomogeneous prediction, the pre-
diction errors at both N = 32 and 64 and the 99th percentile are
well within 10% in a high load region, i.e., 60% or higher. Note that
the load here is measured in terms of request arrival rate. Since
the system is inhomogeneous, we estimated the equivalent loads
corresponding to different arrival rates based on the maximum
value of means of task service times across all the workers, as given
in Table. 1.

Finally, we note that to achieve a reasonably good confidence
of measurement accuracy for the 99th percentile tail latency, we

Table 1: Estimated loads (%) for the testing cluster based on
request arrival rates.

Request arrival rates (requests/s)

#workers 3.0 3.5 4.0 4.5 5.0 5.5

32 48.33 56.39 64.44 72.50 80.56 88.61
64 50.04 58.38 66.72 75.06 83.40 91.74

collected 80K samples in our experiments at the maximum possible
sampling rate equal to the average request arrival rate of 5.8 per
second, which translates into a measurement time of 13,793 seconds
or about 4 hours. It takes even more time to run the experiments
at lower arrival rates. The average runtime across all the request
arrival rates in the experiments is about 6 hours. Due to the costly
cloud services, we have to limit our experiments to 64 worker nodes.

This example clearly demonstrates that it can be expensive and
time consuming, if practical at all, to estimate tail latency based on
direct measurement. In contrast, ForkTail is able to do so with far
fewer number of samples at much lower cost. For example, with
800 samples collectable in less than three minutes, we can estimate
the response-time means and variances for all the tasks and hence
the tail latency with reasonably good accuracy. This means that
our prediction model can reduce the needed samples or prediction
time by two orders of magnitude than the direct measurement.

4.2 Case 2: Variable Number of Tasks k ≤ N
Notable examples for this case are key-value store systems in which
a key lookup may touch only a partial number of servers and web
rendering which requires to receive web objects or data from a
group of servers in a cluster.

In this case study, we assess the accuracy of our prediction model
(i.e., Eqs. (8) and (9)) for applications whose requests may spawn dif-
ferent numbers of tasks with distribution P(K = ki ). Specifically, we
study two scenarios where P(K = ki ) is nonzero for a specific value
of K and uniformly distributed. We further consider three different
service time distributions: two heavy-tailed ones, the empirical and
truncated Pareto as in Section. 4.1, and a light-tailed exponential
distribution, with the same mean service time, i.e., 4.22ms.
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Figure 10: Prediction errors of the 99th percentile response times for an 1000-node cluster when the number of tasks per job
is fixed (k = 100, 500, 900).
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Figure 11: Prediction errors of the 99th percentile response times for an 1000-node cluster when the number of tasks per job
is uniformly distributed.

Scenario 1: Fixed Number of Tasks per Request: In this scena-
rio, we consider the cases when the number of forked tasks per
request is a fixed number k (k ≤ N ), i.e., every incoming request
is split into exactly k tasks which are dispatched to k randomly
selected Fork nodes in an N -node cluster.

From Eqs. (6) and (8), we have,

FX (x) = (1 − e−x/β )kα , (12)

and the pth percentile is given by,

xp = −β log
(
1 −

( p

100

)1/kα )
. (13)

Fig. 10 shows prediction errors for the 99th percentile response
times for an 1000-node cluster with k = 100, 500, and 900 tasks.
ForkTail provides good prediction in high load regions, with all the
errors within 10% at the load of 90% and 20% at the load of 80%
for all the cases studied. The case with the light-tailed exponential
distribution gives quite accurate prediction for the entire range
under study, all within 6%.

Scenario 2: UniformDistribution:Herewe deal with caseswhen
an incoming request is forked to k random nodes in the cluster
where k is randomly sampled from an integer range [a,b], i.e.,
ki ∈ {a,a+1, . . . ,b−1,b} with probability Pi = P = 1/m∀i , where
m = b − a + 1. Therefore, the mean number of tasks is (a + b)/2.

From Eqs. (6) and (8), we have,

FX (x) = P ·

m∑
i=1

(1 − e−x/β )kiα . (14)

Fig. 11 presents prediction errors for an 1000-node cluster with
k in four different ranges, i.e., [80, 120], [400, 600], [800, 1000],
and [10, 990]. The results again show that ForkTail yields good
approximations for the 99th percentile request response times when
the system is under heavy load, i.e., 80% or higher. Furthermore,
again for all the cases with the exponential distribution, ForkTail
gives accurate predictions across the entire load range studied.

The above prediction model applies to the case where a single
tail-latency SLO is imposed on a service or application as a whole,
a practice widely adopted in industry. However, this practice can
be too coarse grained. To see why this is true, Table. 2 provides
the predicted tail latencies for some given requests with distinct
k values in a cluster of size 1000 and at the load of 90%. As one
can see, the 99th percentile tail latencies for requests at different
k’s can be drastically different, e.g., the 10-task and 900-task cases.
This suggests that even for a single application, finer grained tail
latency SLOs may need to be enforced to be effective, e.g., enforcing
tail-latency SLOs for request groups with each having k’s in a small
range. Table. 3 shows the accuracy of the prediction model at given
k’s, all well within 10% at load of 90%.

Table 2: The predicted 99th percentile of latencies (ms).

Number of forked tasks

Distribution 10 400 500 600 900

Exponential 291.32 446.97 456.38 464.08 481.19
Truncated Pareto 448.83 705.45 720.97 733.66 761.87
Empirical 391.27 616.22 629.83 640.95 665.68

214



HPDC ’18, June 11–15, 2018, Tempe, AZ, USA M. Nguyen et al.

Load (%)
50 75 80 90

E
rr

or
 (%

)

-50
-40
-30
-20
-10

0
10
20
30
40
50

Trace-based simulation - 99th - k = N

100-node
500-node

1000-node
5000-node

Load (%)
50 75 80 90

E
rr

or
 (%

)

-50
-40
-30
-20
-10

0
10
20
30
40
50

Trace-based simulation - 99th - k = 50%N

100-node
500-node

1000-node
5000-node

Figure 12: Prediction errors of the 99th percentile target response times in a consolidated workload environment when the
tasks of each target job reach all the nodes (left plot) and randomly reach 50% number of nodes (right plot) in the cluster.

Table 3: Errors in the 99th percentile prediction when
tracking jobs with a given number of tasks at load of 90%.

Number of nodes

Distribution 10 400 500 600 900

Exponential -0.861 0.052 0.433 0.647 2.791
Truncated Pareto -0.571 -0.403 1.763 -0.489 -1.433
Empirical -2.814 -6.929 -6.239 -5.322 -6.541

4.3 Case 3: Consolidated Services
In this case study, we evaluate the accuracy of ForkTail when ap-
plied to the consolidated datacenter where multiple applications,
including latency-sensitive user-facing and background batch ones,
share cluster resources. We conduct a trace-driven simulation ba-
sed on a trace file derived from the Facebook 2010 trace, a widely
adopted approach in the literature to explore datacenter workloads
[13, 15, 43]. We test the accuracy of ForkTail in capturing the tail
latency for a given target application.
Workload: The trace file is generated based on the description of
the Facebook trace in some previously published works [13, 15, 43].
Specifically, we first generate the number of tasks for job arrivals
based on the distribution of the job size in terms of the number of
tasks per job, as suggested in [43]. It includes nine bins of given
ranges of the number of tasks and corresponding probabilities, assu-
ming that the number of tasks is uniformly distributed in the range
of each bin. We then generate the mean task service time based on
the Forked task processing time information in [13]. Individual task
times are drawn from a Normal distribution with the generated
mean and a standard deviation that doubles the mean as in [15].
The resulting trace file contains a total of two million requests, each
including the following information: request arrival time, number
of forked tasks, mean task service time, and the service times of
individual forked tasks.

In the experiments, the jobs in the trace file serve as the back-
ground workloads, which are highly diverse, involving a wide range
of applications with mean service times ranging from a few milli-
seconds to thousands of seconds. The target jobs are generated at
runtime using the same approach the trace file is generated. The
only difference is that the target jobs are statistically similar with
the same mean service time, to mimic a given application or simply
a group of jobs with similar statistic behaviors. For each simulation

run, a predetermined percentage, e.g., 10%, of target jobs are created
and fed into the cluster at random.
Simulation settings and results: In the simulation, the target
and background jobs are set at 10% and 90% of the total number of
jobs, respectively. We evaluate two cases, one with the number of
tasks per target job set at one half of the cluster size and the other
the same as the cluster size. The tests cover multiple cluster sizes,
i.e., 100, 500, 1000, and 5000 nodes with each having three servers.
All the cases are homogeneous.

The prediction errors for the 99th percentiles of target response
times for the two case studies at loads of 50%, 75%, 80%, and 90% are
shown in Fig. 12. As one can see, the prediction errors are within
15% for all the cases studied.

5 SENSITIVITY ANALYSIS
From all the experiments above, we can see that the proposed
model can be applied to a wide range of systems with reasonable
prediction errors for the 99th percentiles, within 20% and 15% at
the loads of 80% and 90%, respectively. Now, the question yet to
be answered is how much impact these errors will have on the
accuracy for resource provisioning at high loads. To this end, we
conduct a sensitivity analysis of tail latency as a function of load.

We perform experiments with different load levels in the high
load region, i.e., 78% to 95%, for FJQNs with different service time
distributions, i.e., exponential, Weibull, truncated Pareto, and empi-
rical. Fig. 13 shows results from both simulation and ForkTail for
the 99th percentile response times for 1000-node systems. First, we
note that ForkTail consistently overestimates the tail latency for
the exponential and Weibull cases, while mostly underestimates it
for the truncated Pareto and empirical cases. In other words, the
former causes resource overprovisioning, whereas the latter leads
to resource underprovisioning. Then the question is how much.
Take the exponential case as an example, the predicted tail latency
at 90% load is roughly equal to the simulated one at 90.5% load. This
means that ForkTail may lead to 0.5% resource over provisioning
for the exponential cases. Following the same logic, it is easy to find
that for both exponential and Weibull cases, ForkTail may result in
no more than 1% resource overprovisioning in the entire 78%-95%
load range. By the same token, we can find that for the truncated
Pareto and empirical cases, ForkTail may cause up to 4% resource
underprovisioning at 80% load and 2% at 90% load. This can be
well compensated for by leaving a 4% resource margin in practice.
This implies that in the worst-case when the actual service time
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Figure 13: Differences in the 99th percentile response times from simulation and ForkTail for 1000-node systemswith different
service time distributions.

distribution is short-tailed, ForkTail may cause up to 5% and 3%
resource overprovisioning at 80% and 90% load levels, respectively.
This is tolerable, given that using our prediction model, we can
improve datacenter resource utilization from currently under 50%
all the way to 90% or higher.

Our sensitivity analyses for other Fork-Join structures, which are
not shown here, have led to the similar conclusions. This means that
ForkTail may serve as a powerful means to facilitate tail-latency-
SLO-guaranteed job scheduling and resource provisioning for user-
facing datacenter applications. The following section provides the
preliminary ideas how this may be done.

6 FACILITATING RESOURCE PROVISIONING
In this section, we discuss how ForkTail may be used to facili-
tate both tail-latency-SLO-guaranteed job scheduling and resource
provisioning. The proposed ideas are preliminary and somewhat
sketchy, but yet, they do help reveal the promising prospects of
ForkTail and point directions for future studies on this topic.
Job scheduling:We describe the ideas of how a tail-latency-SLO-
guaranteed hybrid centralized-and-distributed job scheduler can
be developed, based on ForkTail.

The main idea is to rely on distributed measurement of the means
and variances of the task response times and centralized decision
making as to how and whether the request tail-latency SLO can be
met, as depicted in Fig. 14. In the master server on the left resides
the central job scheduler to which users submit their requests with
given tail-latency SLOs. All the servers in the cluster measures the
means and variances of task response times for tasks of different
sizes or in different bins on a continuous basis. All the servers
periodically convey their measurements to the central scheduler.
Upon the arrival of a request with a given tail-latency SLO and given
k tasks to spawn, based on Eq. (5), the central scheduler will run
a Fork-node selection algorithm to determine which k Fork nodes

should be used such that the tail-latency SLO can be met. If such
k Fork nodes are found, the request will be admitted, otherwise,
either the tail-latency SLO will be renegotiated or the request will
be rejected. At runtime, the central scheduler periodically run the
prediction model using the up-to-date means and variances as
input to ensure that the tail-latency SLOs for the on-going requests
continue to be met.

M
as

te
r

Server 1

Server i

Server N

User requests

{(mi1,vi1),...,(mij,vij)}

{(m11,v11),...,
(m1j,v1j)}

{(mN1,vN1),...,(mNj,vNj)}

Figure 14: A hybrid, centralized-and-distributed job schedu-
ler.

Resource Provisioning: ForkTail for the homogeneous case (i.e.,
Eqs. (8) and (9)) naturally enables a resource provisioning solution
involving two steps: (a) the evaluation of the task-level perfor-
mance requirements to achieve a given tail-latency SLO; and (b)
the selection of an underlying platform to meet the requirements.
Here, step (a) is platform independent and hence is portable to any
datacenter platforms.

For example, consider a service deployment scenario with a
given tail-latency SLO and a minimum throughput requirement,
R. Assuming that N , m, and P(K = ki ) for the given service are
known, Eq. (9) can be used to first translate the tail-latency SLO into
a pair, i.e., the mean and variance of the task response time. This
pair then serve as the task performance budgets or the task-level
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performance requirements, which are platform independent and
portable. This completes step (a).

In step (b), a Fork node is set up, e.g., using three virtual machine
instances purchased from Amazon EC2 to form a 3-replica Fork
node, loaded with a data shard in the memory. Then run tasks at
increasing task arrival rate λ until the measured task mean and/or
variance are about to exceed the corresponding budget(s). At this
arrival rate λ, the tail-latency SLO is met without resource over-
provisioning. In other words, the λ value at this point would be the
maximum sustainable task throughput, or equivalently, the request
throughput, in order to meet the tail-latency SLO. If this throughput
is greater than R, the minimum throughput requirement is also met.
This means that the resource provisioning is successful and a cluster
with 3N VM instances can be deployed. Otherwise, repeat step (b)
by using a more powerful VM instance or with a re-negotiated
tail-latency SLO and/or minimum throughput requirement.

7 CONCLUSIONS AND FUTUREWORK
A key challenge in enabling tail-latency SLOs for user-facing data-
center services and applications is how to predict the tail latency for
a broad range of Fork-Join structures underlying those services and
applications. In this paper, we proposed to study a generic black-box
Fork-Join model that covers most Fork-Join structures of practical
interests. On the basis of a central limit theorem for queuing ser-
vers under heavy load, we were able to arrive at an approximate
tail latency solution for the black-box model. This approximation
was found to be able to predict the tail latency for most practical
scenarios consistently within 20% in a load region of 80% or hig-
her, resulting in at most 5% resource overprovisioning, making it
a powerful tool for resource provisioning at high load. Finally, we
discussed some preliminary ideas of how to make use of the propo-
sed prediction model to facilitate tail-latency-SLO-guaranteed job
scheduling and resource provisioning.

In our future work, based on ForkTail, we shall develop both job
scheduling and online/offline resource provisioning solutions with
tail-latency SLO guarantee.
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