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Abstract—The RΛ-Code is an efficient family of maximum
distance separable (MDS) array codes of column distance 4,
which involves two types of parity constraints: the row parity
and the Λ parity formed by diagonal lines of slopes 1 and ´1.
Benefitting from the common expressions between the two parity
constraints, the encoding and decoding complexities are distinctly
lower than most (if not all) of other triple-erasure-correcting
codes. It was left as an open problem generalizing the RΛ-
Code to arbitrary column distances. In this paper, we present
such a generalization, namely, we construct a family of MDS
array codes being capable of correcting any prescribed number
of erasures/errors by introducing multiple Λ parity constraints.
Essentially, the generalized RΛ-Code is derived from a certain
variant of the Blaum-Roth codes, and hence retains the er-
ror/erasure correcting capability of the latter. Compared with the
Blaum-Roth codes, the generalized RΛ-Code has two advantages:
a) by exploiting common expressions between row parity and
different Λ parity constraints, and reusing the intermidate results
during the syndrome calculations, it can encode and decode
faster; and b) the memory footprint during encoding/decoding,
and the I/O cost caused by degraded reads, are both reduced by
50%.

I. INTRODUCTION

Array codes [1] have been widely employed in storage
systems/devices to prevent data loss caused by disk/node
failures and latent sector errors in the past decades. In these
codes, each codeword is a two-dimensional array, where each
column is regarded as a symbol, i.e., a column is considered
to be erroneous if at least one of its components has been
erased/altered. As with conventional erasure codes (e.g., Reed-
Solomon codes[2]), maximum distance separable (MDS) array
codes are those array codes that satisfy n´ k` 1 “ d, where
n, k, and d represent the code length, the dimension, and
the column-wise distance respectively. The main advantage of
array codes is that only simple XOR and cyclic shift opera-
tions are involved in their encoding and decoding procedures,
which makes them much more efficient than the well-known
Reed-Solomon codes in terms of computational complexity,
and makes them easily implementable in both softwares and
hardwares.

Although there are many array codes in the literature, most
of them are of distance 3 to 5 [11][12][13][10][8][7], which
may be insufficient for certain communication and storage
applications. This work is concerned with MDS array codes of

large column distance, namely, those codes that are capable of
correcting a large number of erasures/errors. There are only
several classes of such codes[4][3][5], of which the Blaum-
Roth codes [3] may be the most representative in that they can
be interpreted as Reed-Solomon codes over certain polynomial
ring, and hence are as powerful as Reed-Solomon codes in
terms of error/erasure correcting capability. To the best of our
knowledge, the Blaum-Roth codes remain the most efficient
MDS codes being capable of correcting any prescribed number
of errors/erasures.

The Blaum-Roth codes are MDS array codes over GFpqq,
in which every codeword is an pp ´ 1q ˆ p array of el-
ements in GFpqq, where p is a prime number that is not
the characteristic of GFpqq. They can be characterized in
two ways: geometric presentation and algebraic presentation.
Geometrically, the codes with r parity columns are constructed
with r types of parity constraints along diagonal lines of slopes
0, 1, 2, ¨ ¨ ¨ , r´ 1 in the pp´ 1qˆ p array. Algebraically, these
codes can be interpreted as Reed-Solomon codes over the ring
of polynomials over GFpqq modulo 1` x` x2 ` ¨ ¨ ¨ ` xp´1.
The authors presented an efficient decoding algorithm (the
encoding procedure can be regarded as a special case of
the erasure decoding procedure) for error patterns of all
erasures and single error combined with multiple erasures.
Moreover, when q is primitive in GFppq, the Blaum-Roth
codes become (conventional) Reed-Solomon codes of length p
over GFpqp´1q, in which case the above-mentioned decoding
algorithm can be incorporated into the Berlekamp-Massey
algorithm to correct any prescribed number of errors/erasures
in a faster way.

In this paper, we present a new family of MDS array
codes based on the Blaum-Roth codes, which retains the
error/erasure correcting capability of the latter but has lower
encoding/decoding complexity. In what follows we refer to
the new codes as “the generalized RΛ-Code”, since they can
be regarded as a generalization of our recent work RΛ-Code
[9], though they lose the systematic property of the latter. The
RΛ-Code involves two types of parity constraints, i.e., the row
parity and the Λ parity formed by diagonal lines of slopes 1
and ´1, and can correct up to three column erasures. And
just as its name implies, the generalized RΛ-Code introduces
multiple Λ parities formed by lines of certain slopes s and ´s



to provide higher error/erasure correcting capability, where the
s’s are distinct. Actually, the construction of the generalized
RΛ-Code is inspired by the relation between our previous
works XI-Code[6] and RΛ-Code[9]. For instance, if r is odd,
we first derive a variant of the Blaum-Roth codes using parity
constraints along lines of slopes 1´r

2 , ¨ ¨ ¨ ,´1, 0, 1, ¨ ¨ ¨ , r´1
2 ,

and then apply the transformation we used in [9] to the inter-
mediate codes to obtain the generalized RΛ-Code of distance
r` 1. Compared with the Blaum-Roth codes, the generalized
RΛ-Code has the following advantages while retaining the
same error/erasure correcting capability:
‚ Common expressions between different parity constraints

can be exploited and reused during the syndrome cal-
culation procedure, which results in a lower encod-
ing/decoding complexity;

‚ The column size is pp´1q{2 rather than pp´1q, meaning
that the memory footprint during encoding/decoding, and
the I/O cost caused by degraded reads, are both reduced
by 50%.

It is worth mentioning that, there are no common expressions
between any different parity constraints in the Blaum-Roth
codes, since every two different lines have at most one
point of intersection. Thus, it is impossible to reduce the
encoding/decoding complexity of the Blaum-Roth codes to
the same extent achieved by the generalized RΛ-Code, by
only improving/optimizing the encoding/decoding algorithms
proposed in [3] without altering the construction of the codes.

II. BLAUM-ROTH CODES REVIEW

Since the generalized RΛ-Code is constructed based on a
certain variant of the Blaum-Roth codes, to facilitate the pre-
sentation of the former, we first briefly review the construction
and characteristics of the latter in this section. For simplicity,
we only focus on the Blaum-Roth codes over GFp2q, which
are most widely applied in real applications.

A. Geometric Presentation

Let p be an odd prime, then there exists an associated
Blaum-Roth code whose codewords are pp ´ 1q ˆ n arrays,
where n ď p. To facilitate the following description, we use
bi,j to denote the i-th bit in the j-th column, where i and
j both count from 0. For an integer x, let xxy stand for the
integer in t0, 1, ¨ ¨ ¨ , p ´ 1u such that xxy ” x (mod p). To
simplify notations in the following, we also assume that each
array has an extra all-zero row rbp´1,0, bp´1,1, ¨ ¨ ¨ , bp´1,n´1s.
Let Mpp ´ 1, nq denote the space of all pp ´ 1q ˆ n binary
matrices (arrays), then the Blaum-Roth code of distance r` 1
is defined as a subspace of Mpp´1, nq, which consists of all
arrays that satisfy the following p ¨ r linear constraints:

n´1
à

j“0

bxi´jsy,j “ 0, 0 ď i ď p´ 1, 0 ď s ď r ´ 1 (1)

In other words, the bits along each line of slope s (0 ď s ď
r ´ 1) must sum to zero.

These codes can be regarded as rn, n ´ rs non-systematic
MDS codes over the column alphabet of size 2p´1, hence

any r columns of the array are uniquely determined by the
remaining n´ r columns, i.e., any n´ r columns may serve
as information columns while the remaining r columns serve
as parity columns. Usually the locations of the information
columns are preset to the first n ´ r columns, and the parity
columns are obtained using the erasure decoding algorithm by
assuming that the last r columns are erased. In other words, the
encoding procedure is essentially a special case of the erasure
decoding procedure.

B. Algebraic Presentation

For any odd prime p, let Mppxq “ 1`x`x2`¨ ¨ ¨`xp´1,
and let Rp denote the ring of polynomials of degree ă p ´
1 over GFp2q with multiplication taken modulo Mppxq. Let
Cpxq be a polynomial over GFp2q, and use the notation

Cpαq “ c0 ` c1α` ¨ ¨ ¨ ` cp´2α
p´2

to denote a polynomial modulo Mppxq. Correspondingly,
BpαqCpαq denotes polynomial multiplication modulo Mppxq,
while BpxqCpxq denotes usual polynomial multiplication. It
was proven in [3] that

Lemma 1: Elements of the form αi and αi`αj are invertible
modulo Mppxq. In other words, if i ı j(mod p) then

gcdpxi,Mppxqq “ gcdpxi ` xj ,Mppxqq “ 1.

With the above notations, a linear rn, n´ rs code over Rp

(r ď n ď p) can be defined by the following parity-check
matrix:

H “

»

—

—

—

—

—

–

1 1 1 ¨ ¨ ¨ 1
1 α α2 ¨ ¨ ¨ αn´1

1 α2 α4 ¨ ¨ ¨ α2pn´1q

...
...

...
...

...
1 αr´1 α2pr´1q ¨ ¨ ¨ αpn´1qpr´1q

fi

ffi

ffi

ffi

ffi

ffi

fl

.

Observe that any r columns of H form a Vandermonde matrix
over Rp, which is nonsingular according to Lemma 1. In other
words, the above defined linear rn, n´ rs code is MDS.

III. THE GENERALIZED RΛ-CODE

In this section, we first give the formal definition of the gen-
eralized RΛ-Code, then prove its MDS property by revealing
the relation between the generalized RΛ-Code and the Blaum-
Roth codes.

A. The Construction

For any odd prime p, there exists a standard generalized RΛ-
code whose codewords are p´1

2 ˆ p arrays. Codes of length
n (n ď p) can be easily obtained from the standard code by
assuming that p ´ n columns of the array are always zero.
For simplicity, in what follows we only focus on the standard
codes. Let M

`

p´1
2 , p

˘

denote the space of all p´1
2 ˆp binary

matrices (arrays), then the generalized RΛ-code of distance
r` 1 is defined as a subspace of M

`

p´1
2 , p

˘

, which consists



of all p´1
2 ˆ p arrays that satisfy the following p´1

2 ˆ r linear
constraints:

p´1
à

t“0

bi,t “ 0, 0 ď i ď
p´ 3

2
(2)

pp´3q{2
à

t“0

pbt,xj´ t`1
s y
‘ bt,xj` t`1

s y
q “ 0, 1 ď j ď p´ 1 (3)

where 1 ď s ď pr ´ 1q{2 when r is an odd number, and
pp ` 1 ´ rq{2 ď s ď pp ´ 1q{2 when r is an even number.
Note that

@

1
s

D

denotes the multiplicative inverse of s in GFppq,
e.g., if p “ 7, then

@

1
2

D

“ 4 and
@

1
3

D

“ 5. In addition, (2) is
required only when r is an odd number.

Now let us look into an working example, namely, the gen-
eralized RΛ-Code with p “ 7 and r “ 4. Figure 1 shows the
two groups of Λ parity sets in a codeword, which are labeled
with integers and letters respectively. Each Λ parity set consists
of all the bits appearing in a certain linear constraint defined
above. Let Λps, jq denote the specific Λ parity set associated
with the linear constraint with certain s and j, then from
Figure 1 we have Λp3, 2q “ tb0,0, b0,4, b1,5, b1,6, b2,1, b2,3u and
Λp2, 3q “ tb0,0, b0,6, b1,2, b1,4, b2,1, b2,5u.

0 1 2 3 4 5 6
0 25 36 4 15 26 3 14
1 34 45 56 6 1 12 23
2 16 2 13 24 35 46 5

0 1 2 3 4 5 6
0 cd de ef f a ab bc
1 af b ac bd ce df e
2 be cf d ae bf c ad

1

Figure 1. The Λ parity sets in the generalized RΛ-Code with p “ 7 and
r “ 4

B. The MDS Property

Next, we show the MDS property of the generalized RΛ-
Code by proving the following theorem.

Theorem 1: The generalized RΛ-code defined above has a
column distance of r ` 1, i.e., it is MDS.

Proof: Observe that both xj ´ t`1
s y and xj ` pt` 1q{sy

traverse all the values of t0, 1, ¨ ¨ ¨ , p ´ 1u exactly once as j
varies from 0 to p´ 1, thus we have

p´1
à

j“0

pp´3q{2
à

t“0

pbt,xj´ t`1
s y
‘ bt,xj` t`1

s y
q “ 0.

From this equation and (3) we can easily get

pp´3q{2
à

t“0

pbt,xp´ t`1
s y
‘ bt,x t`1

s y
q “ 0,

thus (3) is equivalent to

pp´3q{2
à

t“0

pbt,xj´ t`1
s y
‘ bt,xj` t`1

s y
q “ 0, 0 ď j ď p´ 1 (4)

Next, extend the p´1
2 ˆ p array to a p ˆ p array, and let

bp´1,j Ð 0, bi,j Ð bp´2´i,j for 0 ď j ď p´1 and pp´1q{2 ď
i ď p ´ 2. Now let us look into this extended p ˆ p array to

see what linear constraints it satisfies. Since bi,j “ bp´2´i,j

holds for 0 ď j ď p´ 1, from (4) we have

pp´3q{2
à

t“0

pbt,xj´ t`1
s y
‘ bp´2´t,xj` t`1

s y
q “ 0, (5)

pp´3q{2
à

t“0

pbp´2´t,xj´ t`1
s y
‘ bt,xj` t`1

s y
q “ 0, (6)

where 0 ď j ď p´ 1. Let u “ p´ 2´ t, then

pp´3q{2
à

t“0

bp´2´t,xj` t`1
s y
“

p´2
à

u“pp´1q{2

bu,xj´pu`1q{sy “ 0,

pp´3q{2
à

t“0

bp´2´t,xj´ t`1
s y
“

p´2
à

u“pp´1q{2

bu,xj`pu`1q{sy “ 0,

where 0 ď j ď p´ 1. Thus, (5) and (6) are equivalent to
p´2
à

t“0

bt,xj´ t`1
s y

“ 0 “ bp´1,j , 0 ď j ď p´ 1 (7)

p´2
à

t“0

bt,xj` t`1
s y

“ 0 “ bp´1,j , 0 ď j ď p´ 1 (8)

Observe that both xj ´ t`1
s y and xj ` pt ` 1q{sy traverse all

the values of t0, 1, ¨ ¨ ¨ , p ´ 1u exactly once as t varies from
0 to p´ 1, thus (7) and (8) are equivalent to

p´1
à

u“0

bxsj´1´suy,u “ 0, 0 ď j ď p´ 1 (9)

p´1
à

u“0

bxp´1´sj`suy,u “ 0, 0 ď j ď p´ 1 (10)

Similarly, since both xsj´1y and xp´1´sjy traverse all the
values of t0, 1, ¨ ¨ ¨ , p´ 1u exactly once as j varies from 0 to
p´ 1, (9) and (10) are further equivalent to

p´1
à

u“0

bxi´suy,u “ 0, 0 ď i ď p´ 1 (11)

p´1
à

u“0

bxi`suy,u “ 0, 0 ď i ď p´ 1 (12)

Then we distinguish between the following two cases:
(a) r is an odd number
In this case, from bi,j “ bp´2´i,j , bp´1,j “ 0 and (2)

p´1
à

t“0

bi,t “ 0, 0 ď i ď p´ 1 (13)

Recall that 1 ď s ď pr´ 1q{2, thus (11), (12) and (13) can be
combined into

p´1
à

u“0

bxi´suy,u “ 0, 0 ď i ď p´ 1,
1´ r

2
ď s ď

r ´ 1

2
(14)

Geometrically, (14) indicates that all the bits along each of
the p lines of slope s sum to zero, where 1´r

2 ď s ď r´1
2 .

In other words, (14) defines a variant of the Blaum-Roth
codes, in which the parity sets are placed along lines of



slopes 1´r
2 , ¨ ¨ ¨ ,´1, 0, 1, ¨ ¨ ¨ , r´1

2 rather than 0, 1, ¨ ¨ ¨ , r´ 1.
As discussed in Section II, each column can be regarded
algebraically as an element of the polynomial ring Rp. For
example, the column j can be represented as Cjpαq “ b0,j `
b1,jα ` ¨ ¨ ¨ ` bp´2,jα

p´2, where bi,j (0 ď i ď p ´ 2) is the
i-th bit in the column. For the ring element α, it was shown in
[3] that its multiplicative order is p, and it has multiplicative
inverse, which can be denoted as α´1. Denote the extended
array as A “ pC0pαq, C1pαq, ¨ ¨ ¨ , Cp´1pαqq, and let

Hodd “

»

—

—

—

—

—

—

—

—

—

—

–

1 αp1´rq{2 α1´r ¨ ¨ ¨ αpp´1qp1´rq

...
...

...
...

...
1 α´1 α´2 ¨ ¨ ¨ α´pp´1q

1 1 1 ¨ ¨ ¨ 1
1 α α2 ¨ ¨ ¨ αp´1

...
...

...
...

...
1 αpr´1q{2 αr´1 ¨ ¨ ¨ αpp´1qpr´1q

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

,

then from (14) we can deduce that

AˆHT
odd “ 0 (15)

Observe that any r columns of Hodd form a Vandermonde
matrix over Rp, which is nonsingular according to Lemma 1,
thus any r erased columns can be recovered using (15).

(b) r is an even number
In this case, there are not row parity constraints. Recall that

pp ` 1 ´ rq{2 ď s ď pp ´ 1q{2, thus (11) and (12) can be
combined into
p´1
à

u“0

bxi´suy,u “ 0, 0 ď i ď p´ 1,
p` 1´ r

2
ď s ď

p´ 1` r

2
(16)

Similarly, (16) defines a variant of the Blaum-Roth codes,
in which the parity sets are placed along lines of slopes
p`1´r

2 , ¨ ¨ ¨ , p´1
2 , p`1

2 , ¨ ¨ ¨ , p´1`r
2 rather than 0, 1, ¨ ¨ ¨ , r´ 1.

Use the same algebraic notations as the last case, and let

Heven “

»

—

—

—

—

—

—

—

—

–

1 αpp`1´rq{2 αp`1´r ¨ ¨ ¨ αpp´1qpp`1´rq{2

...
...

...
...

...
1 αpp´1q{2 αp´1 ¨ ¨ ¨ αpp´1qpp´1q{2

1 αpp`1q{2 αp`1 ¨ ¨ ¨ αpp´1qpp`1q{2

...
...

...
...

...
1 αpp´1`rq{2 αp´1`r ¨ ¨ ¨ αpp´1qpp´1`rq{2

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

,

then from (16) we can deduce that

AˆHT
even “ 0 (17)

Again, since any r columns of Heven form a Vandermonde
matrix over Rp, which is nonsingular according to Lemma 1,
any r erased columns can be recovered using (17).

From the above, the generalized RΛ-code can correct any
r column erasures, i.e., it is MDS. 2

Note that when r is even, we can deduce (17) from
(16), but not the opposite. For further details regarding the
relation between the geometric presentation and the algebraic
presentation of the Blaum-Roth codes, please refer to [3].

IV. DECODING/ENCODING

As with the Blaum-Roth codes, the generalized RΛ-Code
is also non-systematic, meaning that any r columns can
serve as parity columns, while the remaining p ´ r columns
can be regarded as information columns. Thus, the encoding
procedure is essentially a special case of the erasure decoding
procedure.

As mentioned in the last section, the generalized RΛ-Code
can be transformed into certain variants of the Blaum-Roth
codes, which may simplify our discussion substantially. For
a codeword with r columns erased, we first set the erased
columns to be zeros, then calculate the row (if r is odd) and
Λ syndromes as follows:

S0
i “

p´1
à

t“0

bi,t 0 ď i ď pp´ 3q{2 (18)

S
Λpsq
j “

pp´3q{2
à

t“0

pbt,xj´ t`1
s y
‘ bt,xj` t`1

s y
q

0 ď j ď p´ 1, s “

"

1, 2, ¨ ¨ ¨ , r´1
2 p2 - rq

p`1´r
2 , ¨ ¨ ¨ , p´1

2 p2|rq
(19)

Note that all the 0-bits (including the erased bits) do not really
participate in the calculations. Now consider the extended pˆ
p array defineded in the last subsection, where the r erased
columns are also set to be zeros. Let Ss

i denote the syndrome
associated with the i-th linear constraint of slope s, i.e.,

Ss
i “

p´1
à

u“0

bxi´suy,u, 0 ď i ď p´ 1

Then, according to the symmetry of the extended array, these
syndromes can be obtained by Ss

j´1 Ð S
Λpsq
j and S´s

p´1´j Ð

S
Λpsq
j for 0 ď j ď p´1, whereÐ is an assignment operator. If
r is odd, then let S0

i Ð S0
p´2´i for pp´1q{2 ď i ď p´2. After

obtaining all the syndromes associated with the extended array,
the r erased columns can be recovered using the decoding
algorithm described in [3].

From the above, the key to decode the generalized RΛ-
Code lies in the calculation of the syndromes. As in [9], this
procedure can be optimized by exploiting certain common
expressions and reusing the intermediate results. For example,
from Figure 1 we can find that the intersection of Λp3, 2q
and Λp2, 3q contains two elements, i.e., b0,0 and b2,1, thus the
value of b0,0 ‘ b2,1 can be reused in calculating S

Λp3q
2 and

S
Λp2q
3 . To facilitate the following discussion, we give a useful

proposition:
Proposition 1: The intersection of parity sets Λps1, j1q and

Λps2, j2q contains exactly two elements, iff s1 ‰ s2 and j1 ‰
j2.

Therefore, there are totally 42 common expressions in this
example, i.e., b0,j ‘ b2,xj`1y, b0,j ‘ b2,xj´1y, b0,j ‘ b1,xj`2y,
b0,j ‘ b1,xj´2y, b1,j ‘ b2,xj`3y, and b1,j ‘ b2,xj´3y, where 0 ď
j ď 6. However, only 14 of them can be used simultaneously,
since the common expressions in the same Λ parity constraint
should not intersect with each other (otherwise the common
bit will be canceled while calculating the corresponding Λ



syndrome), e.g., b0,0‘ b2,1 and b0,0‘ b1,5 should not be used
simultaneously.

In what follows, we give an algorithm for calculating
two groups of Λ syndromes cooperatively, in which epj1, j2q
denotes the common expression determined by the Λ parity
sets Λps1, j1q and Λps2, j2q.

Algorithm 1 (Λ Syndrome Calculation Algorithm):

1. For 0 ď j1 ď p´ 1
2. For 0 ď j2 ď p´ 1 and j2 ‰ j1, add epj1, j2q to set Epj1q

3. Let mÐ pp´ 1q{2.
4. Pick m common expressions from Epj1q, store them in

E1pj1q, such that every two common expressions in E1pj1q

have no common bit.
5. If Step 4 failed, let mÐ m´ 1 and goto Step 4.
6. For each epj1, j2q P E1pj1q, evaluate it, and add the result to

both S
Λps1q
j1

and S
Λps2q
j2

.
7. Add the bits in Λps1, j1q that are not involved in any common

expression in E1pj1q to S
Λps1q
j1

8. For 0 ď j2 ď p´ 1
9. Add the bits in Λps2, j2q that are not involved in any common

expression in E1pj1q to S
Λps2q
j2

We did a lot of experiments and found that m “ pp ´
1q{2´ ε, where ε is a very small number compared to p and
in most cases ε P t0, 1u. In other words, each syndrome has
pp´ 1q{2´ ε common expressions with the other group of Λ
syndromes. Therefore, Algorithm 1 saves about 25 percent of
computational overhead.

According to the specific number of parity columns, we can
calculate the syndromes by using the above algorithm and/or
the algorithm described in [9] to fully utilize the common
expressions. For example, if r “ 7, we can calculate S0

and SΛp1q using the encoding algorithm in [9], and calculate
SΛp2q and SΛp3q using the above algorithm. Recall that the
algorithm in [9] can save about 16.7 percent of computational
overhead, thus about 16.7ˆ3`25ˆ4

7 “ 21.4 percent of the
overall syndrome computation overhead can be saved. To
summarize, Table I shows how much computational overhead
can be saved for different values of r. It is clear that the
average savings of the computational overhead during the
syndrome calculation procedure is around 16.7 to 25 percent
as r varies from 3 to 8.

Table I
COMPUTATIONAL OVERHEAD SAVINGS FOR DIFFERENT VALUES OF r

Percentage Saved Comment

2|r

4|r 25 the ideal case

4 - r 25pr´2q
r

one group of Λ syn-
dromes are calculated
alone

2 - r

4|pr ´ 1q 25pr´1q
r

the row syndromes are
calculated alone

4 - pr ´ 1q 16.7ˆ3`25pr´3q
r

Algorithm 1 and the al-
gorithm in [9] are both
involved in this case

V. CONCLUSION

We presented a new family of MDS array codes, called
the generalized RΛ-Code, which is essentially derived from a
certain variant of the Blaum-Roth codes, and hence can also
correct any prescribed number of column erasures/errors. The
main novelty of the proposed codes is that the parity con-
straints are formed along polygonal lines rather than diagonal
lines, making it possible to reuse the values of certain common
expressions between different parity constraints during the
encoding/decoding procedure. This feature makes the general-
ized RΛ-Code outperform the Blaum-Roth codes and most (if
not all) of other array codes with the same erasure/error cor-
recting capability in terms of encoding/decoding complexity.
In addition, due to the smaller column size of the generalized
RΛ-Code, the memory footprint during encoding/decoding,
and the I/O cost caused by degraded reads, are both reduced
by 50%. Therefore, we believe the new codes will be very
competitive in certain communication and storage applications.
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