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Abstract
While Miss Ratio Curve (MRC) profiling methods based on
spatial sampling are effective in modeling cache behaviors,
previous MRC studies lack in-depth analysis of profiling
errors and primarily target homogeneous object-size sce-
narios. This has caused imbalanced errors of existing MRC
approaches when employed in heterogeneous object-size
caches. For instance, in CDN traces, the error of the Byte
Miss Ratio Curve (BMRC) could be two orders of magnitude
larger than that of the Object Miss Ratio Curve (OMRC).
In this paper, we reveal an important insight from our

experimental analysis, namely, the source of profiling inac-
curacy is twofold, the “imbalanced requests” and the het-
erogeneous object-size distribution. To this end, we propose
𝐹𝐿𝑂𝑊𝑆 , a Filtered LOw-variance Weighted Sampling ap-
proach, to address the root causes of the problem by combin-
ing a Cache Filter, designed to balance sampled requests, with
a Weighted Sampling technique, designed to reduce byte-
level estimation error. 𝐹𝐿𝑂𝑊𝑆 constructs a more accurate
MRC for traces with heterogeneous content popularity and
object sizes. Evaluation on real-world traces demonstrates
that 𝐹𝐿𝑂𝑊𝑆 reduces the error of the BMRC and OMRC
profiling by 16× and 3×, respectively, compared with state-
of-the-art approaches. Additionally, 𝐹𝐿𝑂𝑊𝑆 enables cache
systems to effectively balance the Byte Hit Ratio (BHR) and
Object Hit Ratio (OHR), achieving an improvement of up to
26.5% in overall hit rate compared to other methods.

CCS Concepts: • Information systems→ Storage man-
agement.
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1 Introduction
Data caching plays a crucial role in web service optimization
by reducing the amount of data transferred over the net-
work, leading to lower bandwidth costs and improved user
experience. Content Delivery Networks (CDNs) are the pri-
mary providers of web caching services, accounting for over
50% of the total Internet traffic [6]. Therefore, understand-
ing and optimizing data caching techniques are essential
for delivering better services and enhancing performance.
When evaluating the performance of an object-level cache,
two commonly used metrics are Byte Miss Ratio (BMR) and
Object Miss Ratio (OMR). OMR serves as an indicator of
the miss ratio for our accesses and is closely linked to the
resulting access latency [5], whereas BMR holds particular
significance on bandwidth overhead and associated costs for
the cache provider [54].

In general, a cache system should be capable of supporting
and managing multiple caching services [41]. A more effec-
tive cache policy can lead to a higher hit ratio for a particular
service, while better management of cache resources can
result in improved overall performance for all services that
share the cache. Miss Ratio Curve (MRC) is a quantitative
model to characterize cache performance, where the x-axis
represents the cache size and the y-axis represents the miss
ratio. Figure 1 shows the Byte Miss Ratio Curve (BMRC)
and Object Miss Ratio Curve (OMRC) of a CDN trace [1] un-
der the Least Recently Used (LRU) replacement policy. MRC
plays a vital role in cache resource management methods,
such as cache allocation [14, 16, 72], cache sharing [14], and
traffic provisioning [54].
Exact MRC profiling requires trace replaying, which can

incur high space and time overhead [39]. Previous studies
have proposed approximate MRC profiling methods to re-
duce overhead [18, 24, 27, 30, 60, 62, 70, 72], primarily focus-
ing on the LRU replacement policy since the reuse distance
is a reliable intermediate variable. Spatial (hash) sampling
based MRC profiling is the most representative algorithm
[18, 59, 60], which uses a sampled subset of the working set
to approximate cache performance, thus significantly reduc-
ing the overhead compared to a complete trace enumeration,
e.g., Footprint Descriptors [53]. However, this method may
not be applicable to real-world object cache traces, as evi-
denced by Figure 1(a) that reveals two major problems with
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(a) MRC Profiling with SHARDS.

10−3 10−1 101 103 105

Cache Size (MB, log scale)
0.0

0.2

0.4

0.6

0.8

1.0

By
te

 M
iss

 R
at

io

Exact
HCPP-1
HCPP-2
HCPP-3

10−3 10−1 101 103 105

Cache Size (MB, log scale)
0.0

0.2

0.4

0.6

0.8

1.0

Ob
je

ct
 M

iss
 R

at
io

Exact
HCPP-1
HCPP-2
HCPP-3

(b) MRC Profiling with HCPP.
Figure 1. The exact and profiled LRU BMRC and OMRC of
the MetaCDN-rega [1] trace. When using a sampling rate
of 𝑟 = 0.01, the SHARDS [60] and HCPP [18] exhibit two
weaknesses: 1) incorrect construction of the BMRC, and 2)
inaccurate OMRC.
spatial sampling: 1) inaccurate front portion MRC profiling,
due to heterogeneous content popularity, i.e., request prob-
ability; and 2) significant profiling error disparity between
BMRC andOMRC, caused by heterogeneous object sizes. The
state-of-the-art method proposed by Carra and Neglia [18]
solves the first problem, as shown in Figure 1(b), but still suf-
fers from the second problem. For ease of description in the
subsequent text, we refer to this method as Heterogeneous
Content Popularity cache Profiling (HCPP).

In this paper, we focus on the MRC profiling of real-world
object caches. We find that the inaccuracy of the MRC pro-
filing is due to the imbalanced sampling of requests and
bytes under heterogeneous content popularity and hetero-
geneous object-size. To address this problem, we propose
FLOWS (Filtered LOw-variance Weighted Sampling), which
can achieve highly accurate BMRC and OMRC profiling with
no additional cost compared to existing spatial sampling
methods. Our contributions are summarized as follows:

1. We model spatial sampling based MRC profiling tech-
niques as a distributed cache system and point out that
keeping load balanced is essential for the accuracy of
these methods.

2. We propose FLOWS with two novel mechanisms, a
Cache Filter and a Weighted Sampling technique, to
overcome the imbalance caused by heterogeneity, thus
resulting in accurate BMRC and OMRC profiling.

3. We evaluate the accuracy of FLOWS using 18 real-
world traces. In comparison to state-of-the-art MRC

profiling methods [18, 27, 60], our approach achieves
an average error reduction of 16× in BMRC profiling
and 3× in OMRC profiling, without incurring any ad-
ditional space and time overhead.

4. The cache allocation experiments demonstrate that
using FLOWS profiling can achieve a better balance
between Byte Hit Ratio (BHR) and Object Hit Ratio
(OHR) compared to the state-of-the-art algorithms.
Our approach results in a maximum improvement of
26.5% in overall hit rate.

The rest of the paper is organized as follows. In Section 2,
we discuss the motivation for FLOWS. Section 3 models
the spatial sampling based MRC profiling methods as a dis-
tributed cache, and proposes a load-balancing mechanism to
reduce the error of MRC profiling. The detailed algorithm
for both BMRC and OMRC is described in Section 4. We
evaluate our solution in Section 5. Section 6 discusses the
value of using MRC and how to profile real cache systems.
Section 7 provides an overview of related work. Finally, in
Section 8, we conclude the paper.

2 Background and Motivation
2.1 MRC Profiling Methods
MRC is the metric that represents the cache miss ratio as
a function of cache size. Most cache policies are unable to
efficiently construct an MRC, with the exception of the LRU
policy [39], which has the attribute of reuse distance. As
shown in Figure 2, the reuse distance of an object refers to
the total size of unique objects between its two consecutive
accesses, with a reuse distance of infinity indicating that the
object is the first time been requested. The reuse distance can
also be considered as aWorking Set Size (WSS) of consecutive
requests, that is, the sum of the total unique object sizes. If
the reuse distance is no larger than the LRU cache size, then
the object will be hit in the cache.
The MRC of LRU is constructed as a discrete integration

histogram that counts all requests’ reuse distances (Figure 3).
Using a search tree data structure is the most efficient way to
calculate the exact reuse distance histogram, which requires
𝑂 (𝑀) space and 𝑂 (𝑁𝑙𝑜𝑔(𝑀)) time, where 𝑁 is the length
of the trace and𝑀 is the number of unique objects [73]. This
high cost makes exact MRC profiling impractical [10, 55].
Spatial sampling methods, such as SHARDS [60] and HCPP
[18], have been shown effective in MRC profiling. These
methods employ selective counting of objects based on their
hash values. They estimate the impact of a request being a
hit or a miss (estimate size), as well as the required cache
capacity to ensure that the request hits the cache (reuse
distance). This approach helps in reducing computational
and memory overhead (refer to Figure 2).
The accuracy of spatial sampling methods can be signif-

icantly impacted by the popularity and size of objects. For
instance, if a highly popular object A is not sampled, the
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the BMRC. SHARDS [60] only uses spatial sampled reuse
distance, and the HCPP [18] uses small cache reuse distance.

reuse distance histogram in SHARDS will fail to capture
the low reuse distance portion of object A. Similarly, if ob-
ject F, which has a large size, is not sampled, the SHARDS
method cannot accurately estimate the required cache space
for achieving a hit on that object.

To overcome this challenge, SHARDS employs a compen-
sation method for improper sampling. For example, if the
original trace contains a total of 57 bytes, while the sampled
trace only includes 44 bytes, SHARDS assumes that 13 bytes
will be hit in a smaller cache. To account for this, SHARDS
adjusts the histogram by adding a bin with a reuse distance of
1 and a size of 13. The MRC resulting from this compensation
is shown on the left side of Figure 3.

The issue of inaccurate front portion MRC caused by het-
erogeneous content popularity was observed in the research
conducted by Carra and Neglia [18]. To address this problem,
they propose the HCPP method. This method utilizes a small
fixed-size cache to construct an exact front portion of the
MRC, which is then concatenated with the MRC profiled by
SHARDS, as illustrated on the right side of Figure 3.
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Figure 4. Popularity and size distribution in MetaCDN-reag
and wiki2019u [51] trace. The x-axis represents the propor-
tion of the hottest working set, while the y-axis on the left
and right sides represents the object-size distribution and
the cumulative request ratio, respectively.

Although this method can obtain a relatively accurate
OMRC, the modeling error of BMRC is still significant (Fig-
ure 1(b)). As the BMR has a significant impact on the per-
formance of web cache systems, using such a method for
MRC profiling and guiding cache allocation may result in
suboptimal cache performance.

2.2 Web Cache System
Modern web cache systems, such as Content Delivery Net-
works (CDNs), primarily focus on object-level caching ser-
vices. The size of an object is often closely related to its
popularity, and there is a significant heterogeneity in both
popularity and size. Our CDN trace study, illustrated in Fig-
ure 4, shows the distributions of object sizes and popularity
in two real-world traces. Notably, in the MetaCDN-reag [1]
trace, the smallest object is nine orders of magnitude smaller
than the largest object, indicating a substantial level of het-
erogeneity in object sizes. Additionally, the top 0.01% of the
most popular objects account for approximately 40% of the
overall requests. Such highly popular objects can signifi-
cantly impact cache performance, especially when the cache
size is relatively small.
Cache systems store the most popular contents to offer

end-users low latency and high throughput. Origin offload,
end-user latency, and midgress bandwidth cost are the three
key metrics of a CDN system [54]. One of the primary ob-
jectives of cloud providers is to effectively reduce resource
usage under the premise of satisfying the Quality of Service
(QoS). BMR directly reflects bandwidth costs, therefore a
high BMR will result in increased origin offload, end-user
latency, and midgress traffic costs [54]. From this perspec-
tive, minimizing the BMR is a major objective in cloud cache
service under the constraints of cache capacity.
Some caching systems and frameworks have embraced

the concept of isolation and resource reallocation among
multiple cache pools [9, 56]. In these approaches, each cache
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Figure 5. Distributed Cache (left) and Spatial Sampling (right).

pool assumes the responsibility of managing its own stor-
age space. This strategy offers several advantages, such as
reducing the footprint and achieving performance isolation.
Since most cache instances demonstrate different MRCs, this
practice often helps to improve the cache hit ratio.

2.3 Cache Resource Management
Cache resource management methods are vital in provid-
ing balanced and efficient cache services for multiple ap-
plications. To efficiently utilize cache resources in multi-
application environments, a variety of solutions have been
proposed from different perspectives, such as cache allo-
cation [12, 14, 27, 29, 36, 46, 55, 57, 71, 72], cache sharing
[14, 35, 45, 63] and traffic provisioning [53, 54]. Most of these
solutions utilize MRC to achieve the desired optimization
goals. However, existing methods face challenges in simul-
taneously constructing accurate BMRC and OMRC, which
makes fine-grained and efficient management of cache re-
sources impractical.

2.4 Our Work
In this study, we uncover how the heterogeneity of object
sizes and popularity can significantly impact cache MRC
profiling in spatial sampling. To mitigate this problem, we
propose a solution based on load balancing principles. Our
approach is designed especially for web caches that operate
under heterogeneous object-size workloads. We demonstrate
that our approach is capable of providing highly accurate
and low-cost MRC profiling, which can be beneficial for such
cache systems.

3 System model
In this section, we model the spatial sampling based method
as a distributed cache system and propose a Cache Filter

Table 1. Symbol Summary Table

Symbol Description

𝑁 # of requests
𝑀 # of objects
𝑟 Sampling rate
𝐾 # of nodes in an analogous distributed cache
𝐵 Size of small cache in HCPP [18]
𝐿 # of object cached in Cache Filter
𝑠𝑖 Size of object 𝑖

and a Weighted Sampling technique to address the inaccu-
racy of spatial sampling. We demonstrate that these tech-
niques can be used to improve the accuracy of MRC profiling
substantially. The symbols primarily used for analysis are
summarized in Table 1.

3.1 From Load Balance to MRC Profiling
Figure 5 (left) demonstrates a typical four-node distributed
cache system based on Consistent Hash. Each node in this
system keeps data blocks hashed to it and serves their cor-
responding requests. Figure 5 (right) shows a spatial sam-
pling based MRC profiling procedure. This procedure begins
by mapping each object 𝑖 to a random variable ℎ𝑎𝑠ℎ(𝑖) ∈
𝑈 (0, 1)(❶, ❷). Then, with a sampling rate of 𝑟 = 0.25, only
objects with hash values less than 𝑟 are sampled(❸). Spa-
tial sampling uses these sampled requests to construct an
MRC(❹), such as SHARDS [60] for LRU and Miniature Sim-
ulation [59] for some Non-LRU policies.
The overall cache performance across different nodes in

the consistent hash is the same as that of a pooled single
virtual cache sharing a single LRU eviction list [31]. This
means that spatial sampling with a sampling rate of 𝑟 can
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be modeled as a distributed cache with 𝐾 = 1/𝑟 nodes, and
the overall cache performance is represented by randomly
selecting one cache node.
Let us consider a workload trace with 𝑁 requests and𝑀

unique objects. We use spatial sampling with a sampling
rate of 𝑟 , and the number of nodes in the corresponding
distributed cache is 𝐾 = 1/𝑟 . The basic SHARDS relies on
two primary assumptions:

(1) Balanced Request: the number of sampled requests is
close to 𝑟 × 𝑁 for accurate request estimation;

(2) Balanced Storage: the number of sampled unique ob-
jects is close to 𝑟 ×𝑀 for accurate reuse distances or
WSS estimation.

While the storage load is almost balanced [47] for caches
with homogeneous object sizes, due to heterogeneous con-
tent popularity, the request load may be skewed, leading to
an imbalance in the number of requests (as seen in Figure 5
left). The latter has a significant impact on the variation of
cache performance in the back-end nodes [25, 38]. Moreover,
the skewed content popularity in spatial sampling can cause
the sampled requests to deviate from 𝑟 × 𝑁 , resulting in
inaccurate MRC profiling (as seen in Figure 5 right).

3.2 Popularity Heterogeneity with Cache Filter
Despite the “Balanced Request” assumption made by spatial
sampling, objects in real-world workloads have various pop-
ularity. Assuming that the sampled trace includes hot objects,
the observed cache performance based on sampling will be
much higher than the actual one. Conversely, if the sampled
trace excludes hot objects, the observed cache performance
will be abnormally lower [18].

To address the “load imbalance” issue, a partial solution
called SHARDSadj was proposed by Waldspurger et al. [60].
In the subsequent sections, we will refer to it as SHARDS
for brevity. It adds 𝑁𝑒 − 𝑁𝑠 to the beginning of the reuse dis-
tance histogram, where 𝑁𝑒 = 𝑟 × 𝑁 is the expected number
of sampled requests, and 𝑁𝑠 is the actual number of sampled
requests.While this re-balancing scheme can lead to accurate
miss ratio profiling for larger cache sizes, it can be inaccurate
when the cache size is relatively small (Figure 1(a)). To ad-
dress this issue, HCPP [18] proposed constructing an exact
front portion MRC for cache capacity from 0 to 𝐵, where
𝐵 > 1/𝑟 (Figure 1(b)). This approach can provide a more
accurate MRC profiling, but the configuration of parameter
𝐵 is not specified in the original paper.

A small cache serving as a load balancer can significantly
reduce the imbalance in a distributed cache system [25, 38].
Fan et al. [25] demonstrated that balancing the number of
requests across all 𝐾 back-end nodes can be achieved by
caching only the 𝑂 (𝐾 × log(𝐾)) most frequently accessed
objects, regardless of the total number of objects. In our study,
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Figure 6. The Cache Filter serves as a load balancer for
the spatial sampling process, ensuring that requests are dis-
tributed evenly.

conducted in Theorem 3.1, we also proved that caching high-
popularity objects during the spatial sampling process can
effectively bound the bias of sampled requests.

Theorem 3.1. (proof in Appendix A) In a spatial sampling
process with a sample rate of 𝑟 , by caching the 𝐿 most popular
objects, the relative bias of the sampled requests is consistently
bounded with a probability of (1 −𝑂 (𝑟 2)). The value of 𝐿 is
determined by the following equation:

𝐿 = 𝑂 ( 1
𝑟
log

1
𝑟
). (1)

Cache Filter. Based on the concept of small load balancing
cache, we propose a Cache Filter technique, which consists
of a small LRU cache of a fixed length 𝐿 and a search tree to
calculate reuse distances, is illustrated in Figure 6.
Cache Filter only caches 𝐿 most recent accessed objects,

and constructs the exact front portion MRC. Compared to
the HCPP method, our proposed Cache Filter has two addi-
tional benefits: first, only missed requests affect the sampling
phase, thus reducing the computational overhead of spatial
sampling; second, the Cache Filter only maintains a fixed
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Figure 7. The coefficient of variation of WSS estimation is
calculated for both heterogeneous-size and homogeneous-
size traces, which can effectively capture byte-level profiling
errors. The results are obtained from the MetaCDN-reag and
wiki2019u [51] traces.

number of objects in the search tree, making it more efficient
than the fixed size cache of HCPP.

3.3 Low-Variance Byte Estimation via Weighted
Sampling

We employ the estimation of WSS as the target for subse-
quent error analysis. The WSS represents the sum of unique
object sizes within the entire working set. In other words,
it also denotes the reuse distance between the initial and
final access within the trace. To assess the error in the WSS
estimate, we use the coefficient of variation, providing an
intuitive reflection of relative error. For a random variable 𝑆 ,
its coefficient of variation is defined as:

𝐶𝑣 [𝑆] =
√︁
𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒 [𝑆]
E[𝑆] . (2)

The “Balanced Storage” assumption of spatial sampling
implies that the WSS can be estimated accurately. However,
in a scenario where the cache objects have heterogeneous
sizes, this assumption may no longer be valid.

Theorem 3.2. (proof in Appendix B) For a trace with𝑀 dis-
tinct objects, the sampling rate is 𝑟 and the WSS estimated by
spatial sampling is𝑊𝑆𝑆𝑠 . The coefficient of variation of𝑊𝑆𝑆𝑠
is given by:

𝐶𝑣 [𝑊𝑆𝑆𝑠 ] =

√︄
1 − 𝑟
𝑟𝑀
× E[𝑠

2]
E2 [𝑠] , (3)

where E[𝑠] is the average object-size, and E[𝑠2] is the averaged
square of the object-size.

Theorem 3.2 formalizes the error of the spatial sampling
WSS estimation in heterogeneous object-size scenarios. For a
cache with heterogeneous object sizes, the ratio E[𝑠2]/E2 [𝑠]
exceeds 1. We conduct an experiment to illustrate the error
induced by the heterogeneity of object sizes in real-world
workloads. As depicted in Figure 7, the WSS estimation error

Algorithm 1:Weighted Sampling
Input: sampling rate 𝑟 , 𝑖th object size 𝑆𝑖 , average

object-size 𝑆𝑎𝑣𝑔
Output: Estimated Sum Size of Distinct Objects

𝑊𝑆𝑆𝑤𝑠

1 𝑊𝑆𝑆𝑤𝑠 = 0;
2 foreach object 𝑖 do
3 𝑟𝑖 = min(1, 𝑟 × 𝑠𝑖/𝑠𝑎𝑣𝑔);
4 if hash(i) ≤ 𝑟𝑖 then
5 𝑊𝑆𝑆𝑤𝑠 += 𝑠𝑖/𝑟𝑖
6 end
7 end

for two CDN traces, along with their corresponding homo-
geneous traces (created by standardizing the object size), is
amplified by a factor of 10 and 6.87 respectively.
Weighted Sampling. In sum estimation problems, linearly
weighted sampling has proven to be a highly effective way to
reduce estimation error [8, 22, 42]. The key point ofWeighted
Sampling is applying a linearly increasing sampling probabil-
ity to objects based on their assigned weights. Furthermore,
the influence of each sampled object is recalibrated according
to its individual sampling rate.
Algorithm 1 shows how to apply Weighted Sampling to

WSS estimation. For example, consider a Weighted Sampling
process with a sampling rate of 𝑟 . Each object 𝑖 of size 𝑠𝑖 , is
assigned a sampling rate 𝑟𝑖 = min(1, 𝑟 × 𝑠𝑖/𝑆𝑎𝑣𝑔), where 𝑆𝑎𝑣𝑔
is the average size of the distinct objects. If object 𝑖 is sampled
with a probability of 𝑟𝑖 , its contribution to the reuse distance
or WSS estimation is 𝑠′𝑖 = 𝑠𝑖/𝑟𝑖 . Our Theorem 3.3 demon-
strates that Weighted Sampling can effectively reduce the
estimation variance in heterogeneous object-size scenarios
to the same level as in homogeneous scenarios.

Theorem 3.3. (proof in Appendix C) For a trace with𝑀 dis-
tinct objects, 𝑠𝑖 is the size of object 𝑖 , the sampling rate is 𝑟 , and
𝑊𝑆𝑆𝑤𝑠 is the estimatedWSS calculated byWeighted Sampling.
The coefficient of variation of𝑊𝑆𝑆𝑤𝑠 is given by:

𝐶𝑣 [𝑊𝑆𝑆𝑤𝑠 ] ≤
√︂

1 − 𝑟
𝑟𝑀

. (4)

We note that the parameter 𝑆𝑎𝑣𝑔 is essential for ensuring
that the final sampling rate is close to 𝑝 . In our evaluation, we
estimate 𝑆𝑎𝑣𝑔 using a small trace prefix segmentwithminimal
additional overhead and without sacrificing accuracy.

4 FLOWS
In this section, we present the detailed design of FLOWS
(Section 4.1). We then demonstrate how Weighted Sampling
can be employed for cache policies beyond LRU (Section 4.2).
Additionally, we will explore how FLOWS can be employed
for multi-objective optimization in cache management (Sec-
tion 4.3).
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Figure 8. FLOWS overview.

4.1 Algorithm Design
We propose FLOWS, a three-phase algorithm that combines
the Cache Filter and Weighted Sampling techniques to con-
struct MRC, as shown in Figure 8. To explain the workflow
of FLOWS, we use the following BMRC profiling example:
• The incoming stream of requests, BEDAC, are first
sent to the Cache Filter(❶). If a request is found in
the Cache Filter, its reuse distance is computed using
a search tree (❷). If not, the request is added to the
Cache Filter in an LRU manner and has a chance to
be counted in the next Weighted Sampling phase (❸).
The Cache Filter only keeps 𝐿 objects in its cache and
the search tree, and the evicted objects are passed to
the Weighted Sampling phase.
• In the Weighted Sampling phase, a missed object (❸)
is hashed to 𝑈 ∈ (0, 1) (❹), and its sampling rate is
weighted by its size 𝑠𝐷 . Formally, 𝑟𝐷 = 𝑟 × 𝑠𝐷/𝑠𝑎𝑣𝑔,
where 𝑟 and 𝑠𝑎𝑣𝑔 are the given sampling rate and av-
erage object-size (❺), respectively. With a sampling
rate of 𝑟𝐷 , the counted size of the object 𝐷 is 𝑠′

𝐷
=

𝑠𝐷/𝑟𝐷 (❻). The sampled trace is then used to esti-
mate the reuse distance histogram of objects missed
in Cache Filter (❼).
• Finally, the exact histogram from the Cache Filter is
combined with the estimated histogram in Weighted
Sampling (❽) to yield the BMRC (❾).

Many studies have shown that content popularity is strongly
correlated with object-size in web caches [7, 13, 20]. While
our Weighted Sampling approach is able to accurately esti-
mate the BMRC, it performs poorly in OMRC profiling due
to this correlation. To address this issue, we propose a novel
approach combining spatial sampling of a fixed sampling
rate and Weighted Sampling to estimate the OMR and the
reuse distance orthogonally. We then demonstrate how to
adapt FLOWS to both a fixed sampling rate scheme and a
fixed sampling number scheme.
Fixed Sampling Rate Scheme. Algorithm 2 provides a

detailed description of FLOWS, which estimates both BMRC
and OMRC simultaneously. There are two search trees, T𝐶𝐹 ,
used in the Cache Filter, andT𝑊𝑆 , used inWeighted Sampling.
Histograms 𝐻𝐵 and 𝐻𝑂 are used to construct BMRC and
OMRC, respectively. Furthermore, the last access time of
sampled objects is recorded in a hash table, which is not
shown in the pseudocode.
The Cache Filter is shared for both front portion BMRC

and OMRC profiling as it always tracks the last 𝐿 requests.
When an object is hit in the Cache Filter, the BMRC his-
togram 𝐻𝐵 and OMRC histogram 𝐻𝑂 are updated (Lines 6
to 9). Objects that are not found in the Cache Filter can be
sampled by spatial sampling (Line 14) or Weighted Sampling
(Line 18). The reuse distance 𝑅𝐷 is estimated by:

𝑅𝐷 = 𝑅𝐷𝑤𝑠 + 𝑠𝑖𝑧𝑒 (T𝐶𝐹 ), (5)

where 𝑅𝐷𝑤𝑠 is the sampled reuse distance in T𝑊𝑆 , which
is calculated by weighted sampling at sampling rate 𝑟 , and
𝑠𝑖𝑧𝑒 (T𝐶𝐹 ) is the total size of the cached 𝐿 objects in the Cache
Filter (Lines 12 to 13).
To reduce the high variance of reuse distance estimation

caused by spatial sampling, we omit objects that are only
sampled by spatial sampling from T𝑊𝑆 . In the case of an
object 𝑖 that is sampled by spatial sampling (Lines 14 to 15),
we increase 𝐻𝑂 at its estimated reuse distance 𝑅𝐷𝑖 by 1/𝑟 .

For weighted sampled object 𝑖 , we set its sampling rate
𝑟𝑖 = min(𝑟 × 𝑠𝑖/𝑠𝑎𝑣𝑔, 1), update its position in search tree
T𝑊𝑆 and update the BMRC histogram 𝐻𝐵 (Lines 17 to 20). In
order to ensure a consistent estimation of large objects (e.g.,
𝑠𝑖 > 𝑠𝑎𝑣𝑔/𝑟 ), we limit the maximum weighted sampling rate
to no greater than 1. Consequently, the updates in 𝐻𝐵 and
T𝑊𝑆 are equal to 𝑠𝑖/𝑟𝑖 .
To ensure accurate sampling, the object evicted from the

Cache Filter should be re-inserted into T𝑊𝑆 if it is weighted
sampled (Lines 22 to 25). This will help to avoid counting
the same object twice in T𝐶𝐹 and T𝑊𝑆 .
However, there may still be a slight difference between

the number of bytes or requests sampled, and the expected
number of bytes or requests. To account for this difference,
we normalize the histogram starting from the average size
of the Cache Filter in 𝐻𝐵 and 𝐻𝑂 , until the sum of the buck-
ets meets the expected value. After this, we construct the

427



EuroSys ’24, April 22–25, 2024, Athens, Greece Xiaojun Guo, Hua Wang, Ke Zhou, Hong Jiang, Yaodong Han, Guangjie Xing

Algorithm 2: Fixed Sampling Rate MRC Profiling
Input: Cache Filter size 𝐿, sampling rate 𝑟 , average

object-size 𝑆𝑎𝑣𝑔, request trace
Output: Estimated BMRC and OMRC

1 T𝐶𝐹 ← 𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙𝑇𝑟𝑒𝑒 ();
2 T𝑊𝑆 ← 𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙𝑇𝑟𝑒𝑒 ();
3 𝐻𝐵 ← 𝑏𝑦𝑡𝑒𝑅𝑒𝑢𝑠𝑒𝐻𝑖𝑠𝑡 ();
4 𝐻𝑂 ← 𝑟𝑒𝑞𝑅𝑒𝑢𝑠𝑒𝐻𝑖𝑠𝑡 ();
5 foreach requested object 𝑖 do
6 if 𝑖 ∈ T𝐶𝐹 then
7 𝑅𝐷𝑖 ← 𝑢𝑝𝑑𝑎𝑡𝑒 (T𝐶𝐹 , 𝑖, 𝑠𝑖 );
8 𝐻𝐵 [𝑅𝐷𝑖 ] ← 𝐻𝐵 [𝑅𝐷𝑖 ] + 𝑠𝑖 ;
9 𝐻𝑂 [𝑅𝐷𝑖 ] ← 𝐻𝑂 [𝑅𝐷𝑖 ] + 1;

10 else
11 // missed object in Cache Filter;
12 𝑅𝐷𝑤𝑠,𝑖 ← 𝑟𝑎𝑛𝑔𝑒𝑆𝑢𝑚(T𝑊𝑆 , 𝑖);
13 𝑅𝐷𝑖 ← 𝑅𝐷𝑤𝑠,𝑖 + 𝑠𝑖𝑧𝑒 (T𝐶𝐹 );
14 if hash(𝑖) ≤ 𝑟 then
15 𝐻𝑂 [𝑅𝐷𝑖 ] ← 𝐻𝑂 [𝑅𝐷𝑖 ] + 1/𝑟 ;
16 end
17 𝑟𝑖 = min(1, 𝑟 × 𝑠𝑖/𝑠𝑎𝑣𝑔);
18 if ℎ𝑎𝑠ℎ(𝑖) ≤ 𝑟𝑖 then
19 𝑑𝑒𝑙𝑒𝑡𝑒 (T𝑊𝑆 , 𝑖, 𝑠𝑖/𝑟𝑖 );
20 𝐻𝐵 [𝑅𝐷𝑖 ] ← 𝐻𝐵 [𝑅𝐷𝑖 ] + 𝑠𝑖/𝑟𝑖
21 end
22 𝑖𝑛𝑠𝑒𝑟𝑡 (T𝐶𝐹 , 𝑖 , 𝑠𝑖 );
23 if 𝑙𝑒𝑛𝑔𝑡ℎ(T𝐶𝐹 ) > 𝐿 then
24 𝑒 ← 𝑝𝑜𝑝 (T𝐶𝐹 );
25 𝑝𝑟𝑜𝑏𝐼𝑛𝑠𝑒𝑟𝑡 (T𝑊𝑆 , 𝑒, 𝑠𝑒/𝑟𝑒 , 𝑟𝑒 );
26 end
27 end
28 𝐵𝑀𝑅𝐶 ← 𝑐𝑜𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑𝐵𝑀𝑅𝐶 (𝐻𝐵);
29 𝑂𝑀𝑅𝐶 ← 𝑐𝑜𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑𝑂𝑀𝑅𝐶 (𝐻𝑂 );
30 end

BMRC and OMRC from the normalized histograms 𝐻𝐵 and
𝐻𝑂 (Lines 28 to 29).

Fixed Sampling Number Scheme. Fixed sampling num-
ber schemes can provide a more predictable and efficient
resource usage compared to fixed sampling rate schemes.
Weighted sampling can be easily adapted to a fixed sampling
number scheme by tracking only𝑈 items with the smallest
sized-hash ℎ𝑎𝑠ℎ𝑠 (𝑖), which is defined as:

ℎ𝑎𝑠ℎ𝑠 (𝑖) = ℎ𝑎𝑠ℎ(𝑖)/𝑠𝑖 . (6)

In the fixed sampling number implementation of SHARDS,
the sampling rate 𝑟 is represented by the largest hash value
of the sampled objects. In contrast, in our Weighted Sam-
pling scheme, the sampling rate 𝑟 is the largest sized-hash
max(ℎ𝑎𝑠ℎ𝑠 (·)) of 𝑈 sampled objects. To implement fixed

sampling number spatial sampling in the OMRC profiling,
we use the paradigm introduced by SHARDS.

Parameter Configuration. FLOWS requires three pa-
rameters: the length of the Cache Filter 𝐿, the sampling
rate 𝑟 , and the average object-size 𝑆𝑎𝑣𝑔. Typically, 𝐿 is set to
𝑂 (1/𝑟 × log(1/𝑟 )), while the average object-size 𝑆𝑎𝑣𝑔 can be
approximated through a small part of the trace file (e.g., 10K
requests). It is important to note that FLOWS will increase
the actual sampling rate, as Weighted Sampling and spatial
sampling work independently. To ensure a fair comparison
with other methods, the sampling rate or the number of
samples in FLOWS may be halved.

4.2 Applying to Non-LRU Policies
For most cache algorithms, simulation is the only way to
build an MRC, but it can be slow and inefficient. Fortunately,
Miniature Simulation [59] techniques based on spatial sam-
pling provide an alternative solution, which reduces both
the time and space cost of simulation, while still providing
good accuracy for some Non-LRU policies.
The Weighted Sampling scheme is easy to adapt to the

BMRC and OMRC profiling for Non-LRU cache policies. Our
methodology for non-LRU caches encompasses four key
steps: sampling, scaling, replaying, and statistics:
• Sampling: Within a given trace, we calculate the sam-
pling rate for an object 𝑖 using the formula 𝑟𝑖 = max(0.5×
𝑟, 𝑟 × 𝑠𝑖/𝑠𝑎𝑣𝑔) in order to achieve the targeted overall
sampling rate 𝑟 . We sample all objects whose hash
values are less than 𝑟𝑖 for further analysis.
• Scaling: For each sampled object 𝑖 , we adjust its size
to 𝑠′𝑖 = 𝑠𝑖/𝑟𝑖 to reflect the sampling rate.
• Replay: All sampled requests are fed directly into a
cache simulator of a specified cache capacity, for ex-
ample, libCacheSim.
• Statistics: During the replay phase, if an object 𝑖 is
hit, we increment the hit ratio accordingly. Scaling
adjustments are necessary; for instance, the increase
in byte-level hits is calculated as 𝑠′𝑖 = 𝑠𝑖/𝑟𝑖 , and the
increase in object-level hits is quantified as 1/𝑟𝑖 .

Since the Cache Filter is not involved in this process, we
calculate the difference in traffic size and request number be-
tween the sampled trace and the original trace. We attribute
these differences to high-popularity objects and treat these
requests as hits. Finally, by simulating under different cache
sizes, we obtain the BMRC and OMRC of Non-LRU Policies.

4.3 Multi-Objective Optimization
By leveraging FLOWS, we can perform multi-objective opti-
mization by allocating caches in a way that maximizes both
BHR and OHR simultaneously. This approach enables us to
strike a balance between these two objectives and achieve
an optimal cache allocation strategy that meets the specific
requirements of the system or application.
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Figure 9. MAE (left) calculates the average absolute error
of the miss ratio for uniformly distributed test points across
different cache sizes (represented by different color sections).
On the other hand, MAEQ (right) selects test ranges with
evenly spaced miss ratios, such as 0.1 as shown in the figure.
This approach causes MAEQ to place more emphasis on
profiling errors for small cache sizes.

In this work, we consider Equation 7 as our optimization
objective. The overall BHR andOHR for all𝑁 cache instances
are denoted as 𝐵𝐻𝑅𝑔 and 𝑂𝐻𝑅𝑔, respectively, and 𝐶 is the
total cache size. For a specific cache instance 𝑖 with cache
size 𝑐𝑖 , its BHR and OHR are represented as 𝐵𝐻𝑅𝑖 (𝑐𝑖 ) and
𝑂𝐻𝑅𝑖 (𝑐𝑖 ). The access traffic and request for cache instance 𝑖
are denoted as𝑇𝑖 and 𝑅𝑖 , respectively. Hence, the overall byte
hit rate (BHR) and object hit rate (OHR) can be expressed as
follows: 𝐵𝐻𝑅𝑔 =

∑𝑁
𝑖 𝐵𝐻𝑅𝑖 (𝑐𝑖 )×𝑅𝑖
𝑆𝑢𝑚𝑇𝑟𝑎𝑓 𝑓 𝑖𝑐

and𝑂𝐻𝑅𝑔 =
∑𝑁

𝑖 𝑂𝐻𝑅𝑖 (𝑐𝑖 )×𝑅𝑖
𝑆𝑢𝑚𝑅𝑒𝑞𝑢𝑒𝑠𝑡

.

max
𝑐𝑖

𝐸 = 𝜔 × 𝐵𝐻𝑅𝑔 + (1 − 𝜔) ×𝑂𝐻𝑅𝑔 (7)

s.t.
𝑁∑︁
𝑖

𝑐𝑖 = 𝐶 (8)

The formulated equation represents a weighted combina-
tion of the global BHR and OHR, where 𝜔 is a configurable
parameter. We set 𝜔 = 0.5 in the following evaluations.

5 Evaluation
In this section, we evaluate the efficacy of FLOWS by first
assessing the accuracy of MRC profiling under various sam-
ple settings, specifically examining the sensitivity of the
FLOWS method parameters (Section 5.2). Subsequently, we
analyze the performance improvement achieved through
FLOWS in comparison to other cache management methods
(Section 5.3). Additionally, we evaluate the time and space
complexity of the FLOWS method, along with its efficiency
(Section 5.4). Furthermore, we extend Weighted Sampling to
profile some non-LRU cache policies (Section 5.5).

Table 2. Evaluated real-world traces.

Trace name #Objs #Reqs Average
object size Traffic

Wiki2019t [51] 18.3M 207M 33KB 6454GB
Wiki2019u [51] 11.1M 100M 41KB 3884GB
QQPhoto [74] 33.3M 100M 25KB 2364GB
Twitter17 [66] 0.7M 883M 597B 491GB
Twitter18 [66] 1.1M 1292M 69B 83GB
Twitter24 [66] 1.2M 328M 598B 182GB
Twitter29 [66] 25.2M 699M 300B 195GB
Twitter44 [66] 5.8M 549M 42B 21GB
Twitter45 [66] 6.5M 22M 43B 1GB
Twitter52 [66] 25.2M 1343M 151B 188GB
MetaKV1 [1] 18.2M 207M 576B 110GB
MetaKV2 [1] 17.1M 204M 566B 108GB
MetaKV3 [1] 17.3M 198M 566B 105GB
MetaKV4 [1] 17.3M 201M 566B 106GB
MetaKV5 [1] 17.8M 204M 579B 110GB

MetaCDN-reag [1] 14.7M 50M 7935KB 370TB
MetaCDN-rnha [1] 36.9M 103M 8368KB 802TB
MetaCDN-rprn [1] 34.6M 96M 5314KB 475TB

5.1 Evaluation Methodology
The profiling accuracy is evaluated using Mean Absolute
Error per Quantile (MAEQ) [18], which quantifies the ab-
solute error between the exact and profiled MRC. MAEQ
divides the MRC into equidistant quantiles based on the
miss ratio and calculates the average Mean Absolute Error
(MAE) for each quantile. The overall MAEQ is computed as
𝑀𝐴𝐸𝑄 =

∑𝑄

𝑖=1𝑀𝐴𝐸𝑖/𝑄 , where 𝑀𝐴𝐸𝑖 represents the MAE
of the 𝑖th quantile and 𝑄 is the total number of quantiles.
For our evaluations, we use an interval of 0.01. Figure 9 vi-
sualizes how MAE and MAEQ focus on errors in different
regions of the MRC. We generate an MRC with 1000 data
points, gradually increasing the cache size exponentially to
facilitate MAEQ calculations.
We compare FLOWS with three state-of-the-art spatial

sampling-based methods: SHARDS [60] and HCPP [18], as
well as one learning-based algorithm, LPCA [27]. To ensure
a fair comparison among the sampling methods, we set the
sampling rate for FLOWS to be half of its baselines in all
tests. This is because we sample both BMRC and OMRC
separately and halving the sampling rate makes the total
sampling amount of FLOWS equal to that of the baselines.

When comparing with the HCPPmethod and using a fixed
sampling rate 𝑟 , we set its small cache size, denoted as 𝐵 to a
fixed value. Specifically, we calculate 𝐵 = 𝑠𝑎𝑣𝑔/𝑟 × log10 1/𝑟 ,
where 𝑠𝑎𝑣𝑔 is the average object size estimated using a prefix
of 10K requests from the traces. Additionally, we set the
length of the Cache Filter, denoted as 𝐿, to be 1/𝑟 × log10 1/𝑟 .
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Figure 10. MRC profiling results under MetaCDN-reag
traces with different methods with sampling rate 𝑟 = 0.01.

The LPCA [27] method differs from the sampling-based
approaches as it employs a neural network for predictive
modeling. Our implementation of LPCA incorporates several
features, including the re-access ratio, frequency histogram,
frequency-class histogram, and reuse time histogram at byte
level and object level. It is important to note that the intervals
between the data points in our reuse time histograms also
follow an exponential growth pattern.
To demonstrate the effectiveness of our approach, we as-

sess the performance using 18 real-world traces as summa-
rized in Table 2. In the original traces, we observed numerous
cache misses where the object size was recorded as −1. To
address this issue, we assign the size of each object as the
largest observed size among all its requests. Additionally, we
set the minimum object size to 1B.
In our cache allocation experiments, we utilize various

cache traces as distinct cache instances that share a limited
cache space. We combine different trace data with a uniform
request rate. To simulate the cache environment, we employ
libCachesim [3], a library that offers convenient I/O reading
and cache instance functions. We have extended libCachesim
to incorporate additional features such as cache size adjust-
ment, MRC generation, and cache instance balancing.
The cache instance balancer utilizes the profiled BMRC

and OMRC from the last time window to generate adjust-
ment plans, gradually adjusting to the cache space in the
subsequent time window. In our experiments, we assess the
impact of various cache allocation strategies on system per-
formance across different cache sizes. The primary metrics
of interest include the overall BHR and OHR.

5.2 Real-World Trace Evaluation
To demonstrate the effectiveness of FLOWS in real-world
scenarios, we evaluate its performance using a collection of
open-source object cache traces (Table 2). Due to the large
size of the original trace data, we have selected the sampled
Twitter traces and the truncated Wiki and QQPhoto trace.
These traces are sourced from various cache types, includ-
ing KV cache, CDN cache, and multimedia cache, providing
diverse traffic volumes and object sizes.

Twi-2 Twi-7 Twi-8 Twi-4 Twi-4 Twi-5 Twi-9 MK-1 MK-2 MK-3 MK-4 MK-5 MC-reaMC-rnh MC-rpr Wiki-t qqphotoWiki-u
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Figure 11. Profiling MAEQ of different profiling methods.
Only the FLOWS method achieves an MAEQ lower than 0.01
in BMRC and OMRC profiling.

Fixed Sampling Rate. We first evaluate the accuracy of
different MRC profiling methods using a sampling rate of
𝑟 = 0.01. Figure 10 presents the results of BMRC and OMRC
for the MetaCDN-reag [1] trace. As the cache size expands
to around 1GB, the BMR experiences a significant decrease,
while the object hit rate decreases linearly with exponential
growth in cache size.

The LPCAmethod fails to match the exact curves due to its
inability to learn MRC for objects of varying sizes. Although
the SHARDS method can match the latter part of the Exact
curve, it falls far short for small cache sizes. Conversely, the
HCPP method accurately constructs the front portion of the
curve but fails to capture the drop in byte hit rate around 1GB.
Only FLOWS accurately models the entire curve, matching
the exact curve closely and providing precise MRC profiling.
Figure 12 displays the MRC modeling results for all 18

traces at a sampling rate of 𝑟 = 0.01. The FLOWS method
accurately models the MRC for all traces across different
cache sizes. To further compare the modeling performance,
Figure 11 presents the modeling errors of different methods
in terms of BMRC and OMRC with 𝑟 = 0.01. HCPP exhibits
an average modeling error of 7.29% for BMRC, while FLOWS
achieves an average BMRC modeling error of 0.44%. FLOWS
reduces the error by a factor of 16 compared to HCPP. Sim-
ilarly, for OMRC, HCPP has an average modeling error of
1.33%, while FLOWS achieves an average OMRC modeling
error of 0.43%. Once again, FLOWS reduces the error by a
factor of 3 compared to HCPP. In particular, for MetaCDN
traces, FLOWS achieves a 416-fold reduction in the BMRC
modeling error compared to HCPP (from 24.9% to 0.06%).
As the sampling rate varies, the modeling error distribu-

tion changes. Figure 13 depicts the variations in modeling
error distribution for different methods across all traces at
sampling rates of 1%, 0.1%, and 0.01%. Across all settings,
FLOWS consistently outperforms HCPP, reducing the av-
erage BMRC profiling error by at least 6×. Similarly, the
average error for OMRC also decreases by at least 2×.
Fixed Sampling Number. Fixed Sampling Number scheme
only samples a limited number of objects, resulting in con-
stant memory overhead. The distribution of profiling errors
for this scheme is illustrated in Figure 14. For FLOWS, we
allocate up to half of the sampling count to Cache Filter,
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Figure 12. The MRC of 18 real-world traces. The curves generated by FLOWS closely resemble the exact MRC across all cache
sizes. This indicates that FLOWS is able to accurately capture the miss ratio behavior in various caching scenarios.
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Figure 15. Average MAEQ of all traces with a sampling rate
of 𝑟 = 0.01. FLOWS 𝑟𝑤𝑠 : 𝑟𝑠𝑠 means that the ratio ofWeighted
and spatial sampling is 𝑟𝑤𝑠 : 𝑟𝑠𝑠 .

while the remaining count is evenly divided between Spatial
sampling and Weighted sampling.
As the sampling count increases, the modeling error of

FLOWS method gradually increases. However, FLOWS con-
sistently outperforms the HCPP method in BMRC profiling,
reducing the average MAEQ by 6× (from 0.060 to 0.010).
Additionally, FLOWS achieves a comparable lower level of
profiling error (0.011) in OMRC profiling.
Impact of the Ratio of Spatial Sampling and Weighted
Sampling. Tuning the ratio of the Weighted Sampling rate
𝑟𝑤𝑠 and the spatial sampling rate 𝑟𝑠𝑠 can have a significant
impact on the accuracy of both BMRC and OMRC. In the
FLOWS evaluation up to this point, the two sampling rates
are equal, i.e., 𝑟𝑤𝑠 : 𝑟𝑠𝑠 = 5 : 5, which is the best ratio overall
as indicated by Figure 15. Increasing the weighted sampled
objects can decrease the error of BMRC, but also result in
a higher OMRC error. When 𝑟𝑤𝑠 : 𝑟𝑠𝑠 = 3 : 7, FLOWS can
reduce the average MAEQ of OMRC by about 3× compared
to the HCPP method.
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Figure 16. The overall BHR and OHR of multi-cache in-
stances across different cache sizes. FLOWS consistently bal-
ances BHR and OHR to achieve a better overall hit ratio. The
right figure presents the ratio of the 𝐵𝐻𝑅+𝑂𝐻𝑅 for different
methods relative to the SHARDS method.

5.3 Cache Allocation Evaluation
We choose Twitter17 [66], MetaKV1 [1], MetaCDN-rprn [1],
and wiki2019t [51] as distinct cache instances that share the
overall cache space.We utilize Equation 7 as the optimization
objective, which aims to optimize the overall hit ratio. We
evaluate the overall performance of FLOWS and other meth-
ods at different cache sizes. These cache allocation schemes
can be classified into three categories:

1. Static allocation method: This method evenly allocates
the cache space among the cache instances.

2. Sharing method: In this approach, all cache instances
share the same cache, and cache space is managed by
the cache replacement algorithm.

3. Dynamic allocation method: This category includes
the SHARDS, HCPP, and FLOWS methods. After every
1 million requests, based on the BMRC and OMRC
constructed from the previous time window, we des-
ignate the cache instance with the highest increase in
overall hit rate when increased and the least decrease
in overall hit rate when decreased as the victim and
receiver, respectively. We then gradually transfer 1%
to a maximum of 5% of the cache space from the victim
to the receiver.

Figure 16 demonstrates that FLOWS outperforms other
methods significantly in terms of average hit rate. Particu-
larly, when the cache space is relatively small, such as 2GB,
FLOWS exhibits a 26.5% increase in 𝐵𝐻𝑅 + 𝑂𝐻𝑅 metrics
compared to HCPP.

5.4 Space and Time Complexity Analysis
The analytical complexity of FLOWS in both space and time
is comparable to SHARDS and HCPP. We utilize the open-
source splay tree code developed by Sleator [50] as a refer-
ence to implement FLOWS, which can perform range sum-
ming, inserting, or deleting operations at an 𝑂 (log𝑀) com-
plexity, where 𝑀 is the number of objects in the tree. We
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Figure 17. Time and memory overhead of profiling all 18
traces with sampling rate 𝑟 = 0.01.

constructed all 18 traces using different methods in a single-
threaded manner on a cloud server equipped with an Intel(R)
Xeon(R) Gold 6133 CPU. The sum of the time and memory
overhead required to build all traces was used as the evalua-
tion metric. The results are shown in Figure 17.
With a fixed sampling rate 𝑟 = 0.01, the exact method re-

quired 3.8 hours to complete all profiling, and the total mem-
ory overhead was 31.0 GB. Compared to the exact method,
the FLOWS method significantly reduced the time and mem-
ory overhead required for MRC profiling, reducing the time
overhead by a factor of 7.8 (to 29 minutes) and the memory
overhead by a factor of 152.5 (to 200MB). It is important
to note that the open-source traces we are using are not
fully representative of production systems. For instance, the
Twitter traces are sampled at 1/10, and the MetaKV traces
are sampled at 1/100 [1]. This implies that in a real-world
environment, the overhead compared to our evaluation may
increase by one to two orders of magnitude, requiring tens
to hundreds of gigabytes of memory and tens of hours for
exact MRC construction.

5.5 MRC Profiling under Non-LRU Policies
Weighted Sampling is an enhanced samplingmethod that can
readily accommodate various non-LRU cache policies, includ-
ing eviction policies such as 2Q [33], ARC [40], CACHEUS
[48], and S3-FIFO [68], as well as cache admission policies
like Probabilistic Admission [52] and AdaptSize [13]. To as-
sess the performance of Weighted Sampling, we employed
a constant sampling rate of 𝑟 = 0.01, with the lower bound
of the Weighted Sampling rate set to 𝑟𝑖𝑚𝑖𝑛

= 0.5 × 𝑟 . This
adjustment to the Weighted Sampling rate yields a more
consistent and precise OMRC profiling, with only a marginal
increase in the number of sampled requests compared to
spatial sampling.
EvictionPolicies. Figure 18 illustrates the BMRC andOMRC
obtained through exact simulation and Weighted Sampling
for the 2Q [33], ARC [40], CACHEUS [48], and S3-FIFO
[68] algorithms. Weighted Sampling demonstrates its abil-
ity to achieve accurate MRC construction across all these
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Figure 18. Exact and Weighted Sampling MRC profiling for
wiki2019u [51].
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Figure 19. BHRC and OHRC of the Probabilistic Admission
policy with different admission parameters 𝑐 . The cache size
on the left is 1% of the WSS, and on the right is 5%.

algorithms. Moreover, compared to exact simulation, the
Weighted Samplingmethod offers a significant speedupwhile
achieving more precise MRC construction compared to spa-
tial sampling. For instance, in the case of 2Q profiling, the
time required to construct a 100-point MRC decreased from
6150s (exact simulation) to 286s (Weighted Sampling). Addi-
tionally, the modeling MAE for BMRC and OMRC by using
spatial sampling decreased from 3.28% and 0.56% to 0.24%
and 0.23% with Weighted Sampling (which is not shown in
the figure), respectively.
Probabilistic Admission. The Probabilistic Admission pol-
icy admits object 𝑖 with probability 𝑝𝑖 , where 𝑝𝑖 is typically a
function of object-size 𝑠𝑖 , e.g., 𝑒−𝑠𝑖/𝑐 . Properly setting param-
eter 𝑐 can maximize the OHR [13]. We form two sub-traces
using spatial sampling and Weighted Sampling with a sam-
pling rate of 𝑟 = 0.01 and use the sampled sub-traces to
estimate the cache performance. Figure 19 shows both ex-
act and estimated BHRC (1-BMRC) and OHRC (1-OMRC) of
different 𝑐 and cache sizes. Our Weighted Sampling scheme
can accurately approximate both BHRC and OHRC.
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Figure 20. Weighted Sampling based Miniature Simulation
MRC profiling on Redis [2] and CacheLib [9].

6 Discussion
6.1 How production CDN benefits from MRC
Through the MRC, cache managers can be effectively guided
on how to optimize production CDNs. For instance, cache
partitioning can prevent inefficient use of cache by limiting
its capacity, which is supported in many cache systems, such
as CacheLib [41]. Using the CDN trace from Meta as an
example, when the cache capacity expands from 1GB to
7GB, the BMR plummets from approximately 32% to 5%.
Further increasing the cache capacity to 32GB, the BMR
only decreases by less than 1%. Some CDN systems opt not
to support cache partitioning to simplify management, as
reported in [54]. Such systems can optimize overall midgress
traffic (reflected by the BMR) by distributing requests of
the same traffic class [53] to different cache servers in a
certain proportion, a process known as traffic provisioning.
By simultaneously constructing accurate BMRC and OMRC,
cache managers can accurately distinguish between traffic
classes, thereby considering both midgress traffic and hit
ratio when provisioning traffic.

6.2 Miniature Simulation of real cache systems with
Weighted Sampling

Cache eviction algorithms do not always conform precisely
to their theoretical constructs in practical caching systems.
For example, Redis employs a probabilistic strategy to imple-
ment LRU by sampling a random subset of keys and evicting
the one with the oldest access time within that subset [2].
Meanwhile, CacheLib [9] organizes objects into different
slab classes based on size, where each class independently
manages evictions via its own LRU list. Additionally, Cache-
Lib integrates slab rebalancing to reduce allocation failures,
ensure fairness, and enhance the OHR.
We attempt to quickly obtain the cache performance of

these systems by employing Miniature Simulation [59] with
Weighted Sampling. Figure 20 presents the cache perfor-
mance of Redis and CacheLib’s default configured LRU, pro-
cessing 10 million MetaKV1 trace requests. The Miniature
Simulation with Weighted Sampling, utilizing a sampling

433



EuroSys ’24, April 22–25, 2024, Athens, Greece Xiaojun Guo, Hua Wang, Ke Zhou, Hong Jiang, Yaodong Han, Guangjie Xing

rate of 𝑟 = 0.01, yields accurate profiling for Redis. On the
other hand, CacheLib’s performance closely resembles that
of an ideal LRU when there is sufficient cache capacity, en-
suring the accuracy of the profiling.
A point of distinction in our methodology is that, unlike

previous Miniature Simulations where modeling a cache of
size 𝐶 with a trace at sampling rate 𝑟 necessitated adjusting
the cache size to 𝑟 ×𝐶 , our approach maintains the physical
cache capacity constant. Instead, we adjust the object size by
dividing it by the Weighted Sampling rate. This significantly
enhances the accuracy of the Miniature Simulation in object
caching systems.

7 Related Work
Evolving Caching Algorithms. To optimize the utilization
of cache resources, researchers have proposed various cache
policies. Most of these policies are designed for scenarios
where object sizes are homogeneous [19, 23, 32–34, 40, 43,
44]. In order to obtain an advanced performance in the case
of heterogeneous object-size cache, some algorithms utilize
the object-size information to perform cache admission, such
as LRU-S [52] and AdaptSize [13], or conduct cache eviction
such as GSD [17], LHD [7], SegCache [67] and S3-FIFO [68].
By preventing or evicting large but cold objects from the
cache, AdaptSize [13] and LHD [7] maximize the OHR under
a specified cache size. Segcache [67] groups objects with
similar creation and expiration times, reduces per-object
metadata, and performs segment-level bulk expiration and
eviction. S3-FIFO’s [68] key insight lies in utilizing a small
FIFO queue to swiftly evict objects that are expected to have
only one-time accesses, thereby ensuring efficient demotion
and high precision.

AI-assisted caching algorithms [11, 69] have outperformed
traditional cache policies in recent advancements. These AI-
enhanced cache algorithms leverage AI techniques to either
enhance domain-specific cache performance in a data-driven
manner [28, 37, 51, 61, 64, 65] or adapt to achieve higher
performance across diverse workloads [48, 58].

FLOWS is not a cache algorithm but rather a method that
efficiently acquires the cache performance model and guides
the management of limited cache resources. By doing so, it
contributes to improved overall performance.
MRC Profiling Methods. Due to the importance and lim-
ited availability of cache resources in computer systems,
MRC has been extensively studied as a quantitative model
for cache resources by researchers [4, 15, 18, 24, 27, 30, 59,
60, 62, 72]. Denning [21] was one of the first to investigate
the cache miss ratio as a function of cache size. Methods for
constructing MRCs can be categorized into several types,
including those based on reuse distance [4, 18, 60], reuse
time [24, 30, 72], sampling-replay [59], and machine learn-
ing [27]. The focus of these studies has been on reducing
modeling errors, improving modeling speed, and extending

to non-LRU methods. Recent studies Cuki [26] and Kosmo
[49] have focused on the profiling of OMRC for heteroge-
neous object-size cache systems, rather than addressing the
profiling of BMRC.

In this study, we aim to address the imbalanced accuracy
of BMRC and OMRC profiling in cache systems with hetero-
geneous object-size and content popularity. Unlike previous
methods, our approach incorporates the principle of “load
balancing” to achieve more precise MRC profiling.

8 Conclusion
Spatial sampling-based MRC profiling often faces challenges
due to the heterogeneity caused by variations in content
popularity and object sizes. To address this issue, we pro-
pose 𝐹𝐿𝑂𝑊𝑆 , a load-balancing solution based on two novel
techniques: Cache Filter andWeighted Sampling. 𝐹𝐿𝑂𝑊𝑆 en-
ables the construction of equally accurate BMRC and OMRC
while reducing the BMRC and OMRC profiling error by 16×
and 3× compared to state-of-the-art approaches, respectively.
Our cache allocation experiments demonstrate that 𝐹𝐿𝑂𝑊𝑆

effectively balances BHR and OHR, resulting in a maximum
improvement of 26.5% in overall hit rate compared to other
methods. Furthermore, it maintains the same space and time
complexity as existing methods. As a versatile performance
evaluation tool, 𝐹𝐿𝑂𝑊𝑆 can be easily integrated into web
caching services, where both BMRC and OMRC are of par-
ticular importance. This approach will also contribute to
achieving a more flexible and efficient multi-objective cache
optimization in web cache systems.
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Appendix
A Proof of Theorem 3.1: the size of Cache Filter

In a spatial sampling process with a sample rate of 𝑟 ,
each object 𝑖 has a content popularity of ℎ𝑖 , ranging
from 0 ≤ ℎ𝑖 ≤ 1. If the number of objects 𝑀 in the
trace is significantly larger than 1

𝑟
log 1

𝑟
, by caching the

𝐿 most popular objects, the relative bias of the sampled
content popularity in spatial sampling is consistently
bounded with a probability of (1 −𝑂 (𝑟 2)). The value
of 𝐿 is determined by the following equation:

𝐿 = 𝑂 ( 1
𝑟
log

1
𝑟
). (9)

Assume we have 𝑀 objects, each object 𝑖 has a content
popularity ℎ𝑖 , where

∑𝑀
𝑖=1 ℎ𝑖 = 1. Without loss of generality,

we assume that:

ℎ1 ≥ ℎ2 ≥ · · · ≥ ℎ𝑀 ≥ 0. (10)

We have a small cache of size 𝐿, which always caches 𝐿 ob-
jects that have the highest content popularity. For uncached
objects, we sample them with a sampling rate 𝑟 . Our goal is
to find a cache size 𝐿 that can bound the relative bias in the
total popularity of the sampled objects to a constant, without
considering the number of objects𝑀 and the distribution of
content popularity.

For independent boolean random variables 𝑋1, 𝑋2, . . . , 𝑋𝑀

where 𝑋𝑖 ∈ {0, 1} is to represent whether object 𝑖 is sampled.

As the first 𝐿 object is cached, the sampled content popularity
𝐻 is given by the following equation:

𝐻 =

𝑀∑︁
𝑖=𝐿+1

𝑋𝑖ℎ𝑖 . (11)

When 𝐿 = 0, the sum popularity of sampled objects is:

𝐻 =

𝑀∑︁
𝑖=1

𝑋𝑖ℎ𝑖 . (12)

It is evident thatE(𝐻 ) = 𝑟 ∑𝑀
𝑖=1 ℎ𝑖 = 𝑟 . We use the variance

of 𝐻 to analyze which popularity distribution will result in
the sampling process having the maximum relative bias. The
variance of 𝐻 is:

𝑉𝑎𝑟 [𝐻 ] = 𝑉𝑎𝑟 [
𝑀∑︁
𝑖=1

𝑋𝑖ℎ𝑖 ] =
𝑀∑︁
𝑖=1

ℎ2𝑖𝑉𝑎𝑟 [𝑋𝑖 ] = 𝑟 (1 − 𝑟 )
𝑀∑︁
𝑖=1

ℎ2𝑖 .

(13)
We use an example to illustrate how cache size 𝐿 and

popularity distribution interact with each other. Easy to see
when ℎ1 = 1 and all other objects have zero popularity, the
variance of 𝐻 reaches the maximum 𝑟 (1 − 𝑟 ). But if we have
𝐿 = 1, the hottest object will be cached and the variance of
𝐻 becomes 0.

When 𝐿 ≠ 0, the variance of 𝐻 is:

𝑉𝑎𝑟 [𝐻 ] = 𝑉𝑎𝑟 [
𝑀∑︁

𝑖=𝐿+1
𝑋𝑖ℎ𝑖 ] =

𝑀∑︁
𝑖=𝐿+1

ℎ2𝑖𝑉𝑎𝑟 [𝑋𝑖 ] = 𝑟 (1−𝑟 )
𝑀∑︁

𝑖=𝐿+1
ℎ2𝑖 .

(14)
In Lemma .1 and Lemma .2, we will explore the object

popularity distribution that maximizes the variance of 𝐻 or
the relative bias.

Lemma .1. The content popularity of 𝐿 cached objects should
be equal to make the sampled content popularity 𝐻 have the
highest variance. Which means:

ℎ1 = ℎ2 = · · · = ℎ𝐿 ≥ ℎ𝐿+1 ≥ · · · ≥ ℎ𝑀 . (15)

Proof. Assuming the popularity of cached requests varies,
that is, there exists adjacent cached objects, ℎ𝑖 > ℎ𝑖+1, where
1 ≤ 𝑖 ≤ 𝐿 − 1. At this point, we do the following process to
make the variance of 𝐻 greater:
1. Reduce the popularity of ℎ𝑖 to ℎ𝑖+1, which will not

change the order of objects;
2. Distribute the reduced popularity ℎ𝑖 − ℎ𝑖+1 to uncached

objects without making them exceed ℎ𝐿 , which will not
change the order of objects.
After that, the variance of 𝐻 is increased. If we continue

to do this repeatedly by iterating 𝑖 from 𝐿− 1 to 1, eventually
the popularity of the cached objects will become equal.

□
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Lemma .2. When the variance of 𝐻 is maximized, there will
be 𝑥 objects with content popularity equal to 1

𝑥
, and other

objects have 0 content popularity.

1
𝑥
= ℎ1 = ℎ2 = · · · = ℎ𝐿 = ℎ𝐿+1 = · · · = ℎ𝑥 > ℎ𝑥+1 = · · · = ℎ𝑀 = 0

(16)

Proof. For uncached keys 𝑖 and 𝑗 such that ℎ𝐿 > ℎ𝑖 > ℎ 𝑗 > 0.
We can change the popularity to ℎ𝑖 +𝛿 and ℎ 𝑗 −𝛿 to increase
the variation of the popularity sampled, where 𝛿 = min(ℎ𝐿 −
ℎ𝑖 , ℎ 𝑗 ).

If we continue to execute this process and according to
Lemma .1, eventually only 𝑥 objects will have the same pop-
ularity 1

𝑥
. □

Lemma .3. Suppose there are𝑚 objects, and we sample them
with a sample rate of 𝑟 , where each object is independently
and randomly sampled. The number of sampled objects is a
random variable 𝑋 . If𝑚 ≫ 1

𝑟
· log 1

𝑟
, we have the following

equation:

P

(
|𝑋 − 𝑟 ·𝑚 | ≥ 𝛼

√︂
𝑟 ·𝑚 · 𝑙𝑜𝑔 1

𝑟

)
≤ 𝑂 (𝑟 2), (17)

which implies the number of sampled objects have a cer-

tainty of 1−𝑂 (𝑟 2) to have a difference less equal than𝛼
√︃
𝑟 ·𝑚 · 𝑙𝑜𝑔 1

𝑟
.

Proof. For independent randomvariable𝑋1, 𝑋2, . . . , 𝑋𝑚 , where
𝑋𝑖 ∈ {0, 1} to represent whether the object 𝑖 is sampled. Let
𝑋 =

∑𝑚
𝑖=1𝑋𝑖 as the total sampled objects, and 𝜇 = E(𝑋 ) =

𝑟 ·𝑚:
Based on Chernoff Bounds, for 0 < 𝛿 < 1,

P(𝑋 ≥ (1 + 𝛿)𝜇) ≤ exp(−𝜇𝛿
2

3
) (18)

P(𝑋 ≤ (1 − 𝛿)𝜇) ≤ exp(−𝜇𝛿
2

2
) (19)

Let 𝛿∗ =
√︃

1
𝑟
log 1

𝑟

𝑚
, as𝑚 ≫ 1

𝑟
· log 1

𝑟
, we have:

0 <
√
6𝛿∗ < 1. (20)

Let’s substitute this value into the Chernoff Bounds:

P(𝑋 ≥ (1 +
√
6𝛿∗)𝜇) ≤ exp(−𝜇 (

√
6𝛿∗)2

3
) (21)

P(𝑋 ≥ (1 +
√
6𝛿∗)𝜇) ≤ exp(−2𝜇𝛿∗2) (22)

P(𝑋 ≥ (1 +
√
6𝛿∗)𝜇) ≤ exp(−2𝑟 ·𝑚

log 1
𝑟

𝑟 ·𝑚 ) (23)

P(𝑋 ≥ (1 +
√
6𝛿∗)𝜇) ≤ exp(−2log 1

𝑟
) (24)

P(𝑋 ≥ (1 +
√
6𝛿∗)𝜇) ≤ 𝑟 2 . (25)

Similarly, we have:

P(𝑋 ≥ (1 − 2𝛿)𝜇) ≤ 𝑟 2. (26)
So for a consistent 𝛼 , we have:

P

(
|𝑋 − 𝑟 ·𝑚 | ≤ 𝛼

√︂
𝑟 ·𝑚 · log 1

𝑟

)
≤ 𝑂 (𝑟 2),

□

According to Lemma .2, when the variance of the sampled
popularity is maximized, it is similar to the sample 𝑥 homo-
geneous popularity objects with sampling rate 𝑟 . Next, we
will derive the values of 𝑥 that maximize the relative bias
and use them to determine the value of cache size 𝐿, such
that even in the case of maximum relative error, the error
remains bounded.

Based on Lemma .3, let us assume that there are a total of
𝑥−𝐿 objects that can be sampled, where𝑚 = 𝑥−𝐿 ≫ 1

𝑟
log 1

𝑟
.

The number of sampled objects 𝑋 satisfies the following
condition:

P

(
|𝑋 − 𝑟 · (𝑥 − 𝐿) | ≤ 𝛼

√︂
𝑟 · (𝑥 − 𝐿) log 1

𝑟

)
≥ 1 −𝑂 (𝑟 2),

(27)
Each object has a popularity of 1

𝑥
, so 𝐻 = 𝑋

𝑥
and 𝑟 (𝑥−𝐿)

𝑥
is

the expect value of 𝐻 . Let’s divide by the sampling rate 𝑟 to
obtain the relative bias:����𝐻𝑟 − 𝑥 − 𝐿𝑥 ���� ≤ (𝛼√︂𝑥 − 𝐿

𝑥2
1
𝑟
log

1
𝑟
). (28)

We want to find the value of 𝑥 that maximizes the bias for
|𝐻
𝑟
− 𝑥−𝐿

𝑥
|, which is 𝑥 = 2𝐿. Let us substitute this value into

the equation: ����𝐻𝑟 − 𝑥 − 𝐿𝑥 ���� ≤ 𝛼√︂ 1
4𝐿

1
𝑟
log

1
𝑟
. (29)

In the equation, 𝛼 represents a constant term. When 𝐿 =

𝑂 ( 1
𝑟
log 1

𝑟
), we find that |𝐻

𝑟
− 𝑥−𝐿

𝑥
| is independent of 𝑟 . In

this case, it is also independent of the number of requests𝑀
and the distribution of content popularity, as the following
equation: ����𝐻𝑟 − 𝑥 − 𝐿𝑥 ���� ≤ 𝛼2 = 𝐶𝑜𝑛𝑠𝑡𝑎𝑛𝑡 . (30)

Therefore, it allows us to maintain a constant relative bias
in sampling the content popularity. □

B Proof of Theorem 3.2
For a trace with𝑀 distinct objects, we use spatial sam-
pling with sampling rate 𝑟 to sample a subset of objects.
We use the sum sampled size divided by 𝑟 , denoted as
𝑊𝑆𝑆𝑠 , to estimate the original working set size𝑊𝑆𝑆 .
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The estimation error of𝑊𝑆𝑆𝑠 can be calculated accord-
ing to the following coefficient of variation equation:

𝐶𝑣 [𝑊𝑆𝑆𝑠 ] =

√︄
1 − 𝑟
𝑟𝑀
× E[𝑠

2]
E2 [𝑠] , (31)

whereE[𝑠] represents the average object size, andE[𝑠2]
represents the average square of the object size. This
implies the error of spatial sampling is correlated with
the distribution of object size.

Proof. Let X𝑖 be a Bernoulli random variable that indicates if
object 𝑖 is sampled with probability 𝑟 , such that:

𝑓𝑋𝑖
(𝑥) =

{
𝑟 x = 1
1 − 𝑟 x = 0.

(32)

We calculate the estimated unique bytes𝑊𝑆𝑆𝑠 as follows:

𝑊𝑆𝑆𝑠 =

𝑀∑︁
𝑖

𝑋𝑖𝑠𝑖/𝑟 . (33)

𝑋𝑖 and 𝑠𝑖 are independent, so the value of E[𝑊𝑆𝑆𝑠 ] and
variation 𝑉𝑎𝑟 [𝑊𝑆𝑆𝑠 ] is:

E[𝑊𝑆𝑆𝑠 ] =E[
𝑀∑︁
𝑖

𝑋𝑖𝑠𝑖/𝑟 ] (34)

=E[
𝑀∑︁
𝑖

𝑋𝑖/𝑟 ] × E[
𝑀∑︁
𝑖

𝑠𝑖 ] (35)

=𝑀 × E[𝑠], (36)

𝑉𝑎𝑟 [𝑊𝑆𝑆𝑠 ] =
𝑀∑︁
𝑖

𝑉𝑎𝑟 [𝑋𝑖𝑠𝑖/𝑟 ] (37)

=

𝑀∑︁
𝑖

𝑠2𝑖 /𝑟 2 × 𝑟 (1 − 𝑟 ) (38)

=(1 − 𝑟 )/𝑟 ×𝑀 × E[𝑠2] . (39)

The coefficient of variation 𝐶𝑣 [𝑊𝑆𝑆𝑠 ] introduced by spa-
tial sampling is:

𝐶𝑣 [𝑊𝑆𝑆𝑠 ] =
√︁
𝑉𝑎𝑟 [𝑊𝑆𝑆𝑠 ]
E[𝑊𝑆𝑆𝑠 ]

=

√︄
1 − 𝑟
𝑟𝑀
× E[𝑠

2]
E2 [𝑠] . (40)

□

C Proof of Theorem 3.3
For a trace with 𝑀 distinct objects, we use Weighted
Sampling with sampling rate 𝑟 to sample a subset of
objects. We use𝑊𝑆𝑆𝑤𝑠 to estimate the original work-
ing set size𝑊𝑆𝑆 . The estimation error of𝑊𝑆𝑆𝑤𝑠 can
be calculated according to the following coefficient of
variation equation:

𝐶𝑣 [𝑊𝑆𝑆𝑤𝑠 ] ≤
√︂

1 − 𝑟
𝑟𝑀

. (41)

This implies the error of Weighted Sampling is inde-
pendent of object size distribution.

Proof. Let X𝑖 be a Bernoulli random variable that indicates if
object 𝑖 is sampled, but the sampling rate is weighted by a
function of 𝑠𝑖 , such that:

𝑓𝑋𝑖
(𝑥) =

{
𝑝 (𝑠𝑖 ) x = 1
1 − 𝑝 (𝑠𝑖 ) x = 0,

(42)

where 𝑝 (𝑠𝑖 ) is the weighting function and E[𝑠] hereafter is
the average object size:

𝑝 (𝑠𝑖 ) =
𝑟 × 𝑠𝑖
E[𝑠] . (43)

The total sampling number𝑀𝑤𝑠 is:

𝑀𝑤𝑠 =

𝑀∑︁
𝑖

𝑋𝑖 (44)

=

𝑀∑︁
𝑖

𝑟 × 𝑠𝑖
E[𝑠] = 𝑟 ×

∑𝑀
𝑖 𝑠𝑖

E[𝑠] (45)

=𝑟 ×𝑀, (46)

which is equal to spatial sampling. The estimated unique
bytes E[𝑊𝑆𝑆𝑤𝑠 ] and variance 𝑉𝑎𝑟 [𝑊𝑆𝑆𝑤𝑠 ] are as follows:

E[𝑊𝑆𝑆𝑤𝑠 ] =E[
𝑀∑︁
𝑖

𝑋𝑖𝑠𝑖/𝑝 (𝑠𝑖 )] (47)

=E[
𝑀∑︁
𝑖

𝑋𝑖/𝑝 (𝑠𝑖 )]E[
𝑀∑︁
𝑖

𝑠𝑖 ] (48)

=𝑀 × E[𝑠] = E[𝑊𝑆𝑆𝑠 ], (49)

𝑉𝑎𝑟 [𝑊𝑆𝑆𝑤𝑠 ] =
𝑀∑︁
𝑖

𝑉𝑎𝑟 [𝑋𝑖𝑠𝑖/𝑝 (𝑠𝑖 )] (50)

=

𝑀∑︁
𝑖

(𝑠2𝑖 /𝑝2 (𝑠𝑖 ) × 𝑝 (𝑠𝑖 ) (1 − 𝑝 (𝑠𝑖 ))) (51)

=

𝑀∑︁
𝑖

(E
2 [𝑠]
𝑟 2
× (𝑟 × 𝑠𝑖/E[𝑠]) (1 − 𝑟 × 𝑠𝑖/E[𝑠]))

(52)

=

𝑀∑︁
𝑖

(𝑠𝑖 ) (E[𝑠]/𝑟 − 𝑠𝑖 ) (53)

=
𝑀

𝑟
× E2 [𝑠] −𝑀 × E[𝑠2] . (54)

The value of E[𝑊𝑆𝑆𝑤𝑠 ] is equal to spatial sampling re-
sults, which is unbiased, but Weighted Sampling has a dif-
ferent variance. Finally, we get the coefficient of variation
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𝐶𝑣 [𝑊𝑆𝑆𝑤𝑠 ] of Weighted Sampling:

𝐶𝑣 [𝑊𝑆𝑆𝑤𝑠 ] =
√︁
𝑉𝑎𝑟 [𝑊𝑆𝑆𝑤𝑠 ]
E[𝑊𝑆𝑆𝑤𝑠 ]

(55)

=

√︁
𝑀/𝑟 × E2 [𝑠] −𝑀 × E[𝑠2]

𝑀 × E[𝑠] (56)

=

√︄
1
𝑟𝑀
− E[𝑠

2]
𝑀E2 [𝑠] (57)

≤
√︂

1 − 𝑟
𝑟𝑀

. (58)

□

A Artifact Appendix
A Abstract
The artifact of this paper contains the source code of FLOWS
and our implementation of SHARDS, HCPP, and LPCA. We
use open-source object storage or cache traces to evaluate
the accuracy of these methods.

B Description & Requirements
B.1 How to access. We open source our code on a GitHub
repository:

https://github.com/JasonGuo98/FLOWS-Balanced-MRC-
Profiling-for-Heterogeneous-Object-Size-Cache

B.2 Hardware dependencies.
• RAM: 32GB
• Storage: 1TB

B.3 Software dependencies.
• Compiler: GCC version 8.5.0
• Python 3.8.10

B.4 Benchmarks.
• We have summarized the publicly available traces in
Table 2.

C Set-up
The compilation, trace file downloading, and processing, as
well as the plotting scripts for this artifact, are thoroughly
explained in the README.md file of the repository.

D Evaluation workflow
D.1 Major Claims.
• (C1): With a sampling rate of 0.01, FLOWS reduces the
error of BMRC profiling by a factor of 16 compared to
Carra’s method and a factor of 3 in OMRC profiling.
This conclusion is illustrated in Figure 12.
• (C2): With a fixed sample number of 8K, 16K, and 32K,
FLOWS reduces the error of BMRC profiling by a factor
of 6 compared to Carra’s method. This conclusion is
illustrated in Figure 14.

D.2 Experiments.
Experiment (E1): [Fixed sampling rate evaluation]: compare
MRC profiling methods using a fixed sampling rate and obtain
the error compared to the ground truth trace.
[Preparation] According to the instructions in the README.md,
download all the required trace files and proceed with the steps
of decompression and formatting. Setup environments and
compile necessary tools. This step will require approximately
800GB of storage space.

[Execution] According to the "Run Evaluations" section in the
README.md file, execute all methods except for the FIX_NUM
part. The MRCs will be saved in the results folder in CSV for-
mat. Run the script to plot Figure 12 and obtain the results.

[Results] Carra’s method exhibits an average modeling error
of 7.29% for BMRC, while FLOWS achieves an average BMRC
modeling error of 0.44%. For OMRC, Carra’s method has an
average modeling error of 1.33%, while FLOWS achieves an
average OMRC modeling error of 0.43%

Experiment (E2): [Fixed sampling number evaluation]: com-
pare sampling based MRC profiling methods using a fixed
sampling number.

[Preparation] Same as E1

[Execution] According to the "Run Evaluations" section in the
README.md file, execute all methods related to FIX_NUM.
The MRCs will be saved in the results folder in CSV format.
Run the script to plot Figure 14 and obtain the results.

[Results] In BMRC profiling, FLOWS reduces the averageMAEQ
by 6× (from 0.060 to 0.010) compared to the HCPP method.
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