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Abstract—Chunk-level deduplication plays an important role in backup storage systems. Existing Content-Defined Chunking (CDC)

algorithms, while robust in finding suitable chunk boundaries, face the key challenges of (1) low chunking throughput that renders the

chunking stage a serious deduplication performance bottleneck, (2) large chunk size variance that decreases deduplication efficiency,

and (3) being unable to find proper chunk boundaries in low-entropy strings and thus failing to deduplicate these strings. To address

these challenges, this paper proposes a new CDC algorithm called the Asymmetric Extremum (AE) algorithm. The main idea behind

AE is based on the observation that the extreme value in an asymmetric local range is not likely to be replaced by a new extreme value

in dealing with the boundaries-shifting problem. As a result, AE has higher chunking throughput, smaller chunk size variance than the

existing CDC algorithms, and is able to find proper chunk boundaries in low-entropy strings. The experimental results based on real-

world datasets show that AE improves the throughput performance of the state-of-the-art CDC algorithms by more than 2:3�, which is

fast enough to remove the chunking-throughput performance bottleneck of deduplication, and accelerates the system throughput by

more than 50 percent, while achieving comparable deduplication efficiency.

Index Terms—Storage systems, data deduplication, content-defined chunking algorithm, performance evaluation

Ç

1 INTRODUCTION

ACCORDING to a study of International Data Corporation
(IDC), the amount of digital information generated in

the whole world is about 4.4 ZB in 2013, and that amount
will reach 44 ZB by 2020 [1]. How to efficiently store and
transfer such large volumes of digital data is a challenging
problem. However, recent work reveals the existence of a
large amount of duplicate data in storage systems [2]. As a
result, data deduplication, a space- and bandwidth-efficient
lossless compression technology that prevents redundant
data from being stored in storage devices and transmitted
over the networks, is one of the most important methods to
tackle this challenge. Due to its significant data reduction
efficiency, chunk-level deduplication is used in various
fields, such as storage systems [2], Redundancy Elimination
(RE) in networks [3], file-transfer systems (rsync [4]) and
remote-file systems (LBFS [5]).

Chunk-level deduplication schemes split the data stream
into multiple chunks, hash each chunk to generate a digest,
called a fingerprint, with a secure hash function (such as

SHA-1 or MD5). Two chunks with identical fingerprints are
considered duplicates. By checking fingerprints, duplicate
chunks can be identified and removed, only unique chunks
whose fingerprints do not find a match are stored. There-
fore, deduplication is considered to consist of four stages,
namely chunking, fingerprinting, indexing and writing. As
the first and key stage in the deduplication workflow, the
chunking stage is responsible for dividing the data stream
into chunks of either fixed size or variable size, which is
decided by the chunking algorithm applied. Fixed-Size
Chunking (FSC) algorithm marks chunks’ boundaries by
their positions and generates fixed-size chunks. This
method is simple and extremely fast, but it suffers from low
deduplication efficiency that stems from the boundary-shift-
ing problem. For example, if one byte is inserted at the
beginning of an data stream, all current chunk boundaries
declared by FSC will be shifted and no duplicate chunks
will be identified and eliminated. Content-Defined Chunk-
ing (CDC) algorithm divides the data stream into variable-
size chunks. It solves the boundary-shifting problem by
declaring chunk boundaries depending on local content of
the data stream. If the local content is not changed, the
chunks’ boundaries will not be shifted. As a result, the CDC
algorithm outperforms the FSC algorithm in terms of dedu-
plication efficiency and has been widely used in various
fields including storage systems. To provide the necessary
basis to facilitate the discussion of and comparison among
different CDC algorithms, we list below some key proper-
ties that a desirable CDC algorithm should have [6].

1) Content defined. To avoid the loss of deduplication
efficiency due to the boundaries-shifting problem,
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the algorithm should declare the chunk boundaries
based on local content of the data stream.

2) Low computational overhead. CDC algorithms need to
check almost every byte in an data stream to find the
chunk boundaries. This means that the algorithm
execution time is approximately proportional to the
number of bytes of the data stream, which can take
up significant CPU resources. Hence, in order to
achieve higher deduplication throughput, the
chunking algorithm should be simple and devoid of
time-consuming operations.

3) Small chunk size variance. The variance of chunk size
has a significant impact on the deduplication effi-
ciency. The smaller the variance of the chunk size is,
the higher the deduplication efficiency will be
achieved [7].

4) Efficient for low-entropy strings. The content of real
data may sometimes include low-entropy strings [8].
These strings include very few distinct characters
but a large amount of repetitive bytes. In order to
achieve higher deduplication efficiency, it is desir-
able for the algorithm to be capable of finding proper
chunk boundaries in such strings and eliminating
them as many as possible.

5) Less artificial thresholds on chunk size. Minimum and
maximum thresholds are often imposed on chunk
size to avoid chunks being too short or too long.
These measures reduce chunk size variance, but also
make the chunk boundaries position-dependent and
thus not truly content-defined, which also reduces
the deduplication efficiency [9].

The Rabin fingerprint [10] based CDC algorithm (Rabin) is
widely employed in deduplication systems [11], [12]. The
main problems of the Rabin algorithm are its low chunking
throughput, which renders the chunking stage the perfor-
mance bottleneck of the deduplication workflow [13], [14],
and large chunk size variance that lowers the deduplication
efficiency [7]. MAXP [15] is a CDC approach that addresses
the chunk-size variance problem of Rabin by treating the
local extreme values as cut-points. Owing to its smaller chunk
size variance and lower memory overhead than Rabin,
MAXPwas recommended to be used in redundancy elimina-
tion in networks [16], [17].MAXP slides a fix-sized symmetric
window over the byte stream on a byte-by-byte basis, and
checks whether the value of the byte at the center of the cur-
rent window is the extreme value in the window. The byte
found to be the extreme value is declared a cut-point (chunk
boundary). This strategy of finding the local extreme values
dictates that the MAXP algorithm recheck some previously
compared bytes in the reverse direction of the stream, which
significantly lowers its chunking throughput.

We propose the Asymmetric Extremum chunking
algorithm (AE), a new CDC algorithm that significantly
improves the chunking throughput of the above existing
algorithms while providing comparable deduplication effi-
ciency by using the local extreme value in a variable-sized
asymmetric window to overcome the aforementioned
boundary-shifting problem. With a variable-sized asymmet-
ric window, instead of a fix-sized symmetric window as in
MAXP, the AE algorithm finds the extreme value in the
window without having to backtrack and thus requiring

only one comparison and two conditional branch operations
per byte scanned. Therefore, AE’s simplicity makes it very
fast. It also has smaller chunk size variance than existing
CDC algorithms and imposes no limitation on chunk size.
Moreover, AE is able to eliminate more low-entropy strings
than the other algorithms. To further the advantages of AE,
we propose two optimizations to AE, with one optimization
providing higher chunking throughput while the other
offering higher deduplication efficiency by eliminating
more low-entropy strings. Our experimental evaluations
based on three real-world datasets show that AE improves
the throughput performance of the state-of-the-art CDC
algorithms by at least 2:3� and accelerates the overall dedu-
plication system throughput performance by more than 50
percent, while attaining comparable deduplication effi-
ciency. More specifically, the optimization for higher chunk-
ing throughput speedups the performance by 56.9 and 73.1
percent on the i7-930 and i7-4770 CPUs respectively. The
optimization to detect more low-entropy strings eliminates
on average 8:8� and 2:09� more low-entropy strings than
the Rabin and the original AE algorithms respectively, with
only slight and no reduction in system throughput com-
pared with the system using AE on the i7-930 and i7-4770
CPUs respectively.

The rest of paper is organized as follows. In Section 2, we
present the background and motivation. We describe the
detailed design and implementation of our AE and analyze
some of its key properties in Section 3.We present the experi-
mental setup and evaluation results in Section 4 and conclude
the paper in Section 5.

2 BACKGROUND AND MOTIVATION

In this section, we first provide the necessary background
for the AE research by introducing the challenges facing the
existing CDC algorithms, and then motivate our research
by analyzing our key observations.

2.1 Background

The Rabin fingerprint [10] based CDC algorithm (Rabin) was
first used to eliminate redundant network traffic [18]. It runs a
sliding-window hash along the byte stream, declaring a
chunk boundarywhenever the k-lowest-order bits of the hash
are equal to a pre-determined value. Though being efficient in
dealingwith boundaries-shifting problem, Rabin suffers from
two major drawbacks, namely, its time-consuming finger-
print computation that results in low chunking throughput
and its large chunk size variance that reduces deduplication
efficiency. Moreover, Rabin is not capable of finding proper
chunk boundaries in low-entropy strings (either all or none of
the positions in the low-entropy strings will be considered as
chunk boundaries). This, combined with the drawback of
large chunk size variance, makes Rabin having to impose a
minimum and a maximum threshold on chunk size to avoid
chunks being too short or too long, since very short chunks
imply more fingerprints to be stored and processed by dedu-
plication systems and thus not cost-effective, while very long
chunks reduce the deduplication efficiency.

Recognizing the impact of the chunk-size variance on
deduplication efficiency, Eshghi et al. [7] proposed the
TTTD algorithm to reduce Rabin’s chunk-size variance. The
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TTTD algorithm introduces an additional backup divisor
that has a higher probability of finding cut-points. When it
fails to find a cut-point using the main divisor within a max-
imum threshold, it returns the cut-point found by the
backup divisor, if any. If no cut-point is found by either of
the divisors, it returns the maximum threshold. In fact,
TTTD is not a new chunking algorithm but an optimization
strategy of Rabin to reduce the chunk-size variance. This
strategy can also be applied to the other chunking algo-
rithms. There are some other optimization strategies that
are similar to TTTD, for example, Regression chunking algo-
rithm [9] uses multiple divisors to reduce forced cut-points
declaration at maximum chunk size.

MAXP [15], [16] is a state-of-the-art CDC algorithm, which
is first used in remote differential compression of files. Unlike
Rabin that must compute a hash first, the MAXP algorithm
treats the bytes directly as digits, which helps reduce the
computational overhead. MAXP attempts to find the strict
local extreme values in a fixed-size symmetric window, and
then uses these points as chunk boundaries to divide the
input stream. The main disadvantages of this strategy is that
when declaring an extreme value, the algorithm must move
backwards by a fixed-size region to check if there is any value
greater (if the extreme value is the maximum value) than the
value of the current position being examined. This backtrack-
ing process requires many extra conditional branch opera-
tions and increases the number of comparison operations for
each byte examined. Since MAXP needs to check every byte
in the data stream, any additional conditional branch opera-
tions result in a decreased chunking throughput.

EndRE [17] proposes an adaptive SampleByte algorithm
for declaring fingerprints. The SampleByte algorithm com-
bines the CDC algorithm’s robustness to small changes in
content with the efficiency of the FSC algorithm. It uses one
byte to declare a fingerprint and stores 1=p representative
fingerprints for content matching, where p is the sampling
period. To avoid over-sampling, it skips p=2 bytes when a
fingerprint has been found. SampleByte is fast since it (1)
only needs one conditional branch per byte to judge the
chunk boundaries and (2) skips about one third of bytes on
the input data. However, the design principle of Sample-
Byte dictates that the sampling period p be smaller than 256
Bytes, which means that the expected average chunk size
must be smaller than 256 Bytes when used in the chunk-
level deduplication. Unfortunately, a chunk granularity of
256 bytes or smaller is too fine to be cost efficient or practi-
cal, which makes the SampleByte algorithm inappropriate
for coarse-grained chunk-level deduplication in backup sys-
tems. Moreover, it requires a lookup table that needs to be
generated before deduplication according to the workload
characteristics, which further restricts its applications.

Some other Rabin-based CDC variants are also proposed
to improve the deduplication efficiency but introduce more
computation overhead for chunking. For example, FBC [19]
re-chunks the chunks which contains subchunks with high
frequency to detect more finer-grained redundancy.
Bimodal chunking [11] divides the data stream into large
chunks, and then re-chunks the non-duplicate but dupli-
cate-adjacent chunks into smaller chunks to eliminate more
redundancy. Subchunk [20] is similar to Bimodal chunking,
but it re-chunks all of the non-duplicate chunks for higher
deduplication efficiency. MHD [21] dynamically merges
consecutively duplicate chunks into a big chunk to reduce
the chunk fingerprints that need to be stored. Fingerdiff [22]
divides the data stream into small chunks and merges con-
secutively duplicate or unique chunks into big chunks to
reduce the metadata overhead.

2.2 Challenges and Motivation

Chunk-level deduplication is faster than the traditional com-
pression technology, such as GZip [23]. Further, because of its
coarse-grained compression scheme, it achieves a higher com-
pression ratio than the traditional compression technology in
backup systems [24]. For certain backup datasets, the ratio of
deduplication efficiency of chunk-level deduplication to that
of GZip-only compression is 15:2 [19], [25]. Therefore, chunk-
level deduplication ismore commonlyused in backup storage
systems.Moreover, because of their higher deduplication effi-
ciency than FSC [26], CDC algorithms are preferred in chunk-
level deduplication. However, the low chunking throughput
of the existing CDC algorithms hinders their wider applica-
tions because of the deduplication performance bottleneck
[14], [27]. To alleviate the performance bottleneck and
increase the throughput of the deduplication system, P-
Dedupe [14] harnesses the idle CPU resources to pipeline and
parallelize the compute-intensive processes. StoreGPU [27]
and Shredder [13] exploit underutilized GPU resources to
improve the chunking throughput. However, these schemes
achieve their performance improvement from either addi-
tional resources or parallelization of the deduplication pro-
cesses, but not from improving the chunking algorithm itself.

Table 1 compares the state-of-the-art CDC algorithms by
summarizing their key properties. The SampleByte algorithm
is confined to the fine-grained deduplication (the expected
average chunk size should be smaller than or equal to 256
Bytes), and thus is not applicable to backup systems. The
Rabin algorithm has the problems of high computational
overheads and high chunk size variance. The MAXP algo-
rithm is computationally expensive and cannot eliminate
low-entropy strings. Obviously, the Rabin and MAXP algo-
rithms share the common problem of high computational
overhead that results in low chunking throughput.

As indicated by P-dedupe [14], the workflow of CDC-
based deduplication consists of four independent stages of
chunking, fingerprinting, indexing, and writing. Therefore,
to make full use of the computation resources in multicore-
or manycore-based computer systems and accelerate the
throughput of deduplication system, some deduplication
systems, such as ZFS [28], THCAS [29], Data Domain’s file
system [30], and P-dedupe, pipeline the deduplication
workflow. As a result, the stage that has the lowest through-
put performance will be the performance bottleneck of the

TABLE 1
Properties of the State-of-the-Art CDC Algorithms

Properties SampleByte Rabin MAXP AE

Content Defined Yes Yes Yes Yes
Computational overheads Low High High Low
Chunk size variance High High Low Low
Efficient for low-entropy strings No No No Yes
Artificial thresholds on chunk size Yes Yes No No
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whole deduplication workflow. In the four stages of the
workflow, the throughput of the writing stage is decided by
two factor: deduplication efficiency and storage device. The
amount of data needs to be stored is decided by the dedu-
plication efficiency. The higher the deduplication efficiency
is, the less the amount of data to be written.

Another factor is the storage devices, different storage
devices have different sequential writing throughput,
including some enterprise class storage devices that can eas-
ily achieve a throughput of several GB per second. As for
the indexing stage, its throughput is much higher than the
chunking and fingerprinting stages when chunk size is a
few KB [31], [32]. As a result, the remaining two stages,
namely, the chunking and fingerprinting stages, have the
lowest throughput. We evaluate the average throughput of
the chunking and fingerprinting stages in the i7-930 and i7-
4770 CPUs, with evaluation results summarized in Table 2
where Rabin_0.25 and SHA-1 are the most common meth-
ods used in the chunking and fingerprinting stages respec-
tively of today’s deduplication systems. Without
consideration of writing performance, we can draw the fol-
lowing observations from this table. First, chunking is the
main performance bottleneck of the deduplication work-
flow since its throughput is much lower than the finger-
printing throughput. Second, the large difference between
the chunking throughput and the fingerprinting throughput
means that the improvement of system throughput will be
significant if the chunking-throughput performance bottle-
neck is removed.

The various problems facing the state-of-the-art CDC
algorithms summarized in Table 1, particularly that of the
low throughput, stem from the high computation over-
heads and motivate us to propose a new chunking algo-
rithm with low computation overhead to overcome these
problems. In fact, our experimental observation finds that
detecting local extreme values in an asymmetric window
can not only deal with the boundaries-shift problem for
Content-Defined Chunking, but also increase the chunking
throughput and detect more low-entropy strings. As a
result, our proposed Asymmetric Extremum chunking
algorithm, by using an asymmetric window to find the
local extreme value for chunking as elaborated in the next
section, is able to better satisfy the key desirable properties
of CDC algorithm to achieve high deduplication efficiency,
and remove the chunking-throughput performance bottle-
neck of deduplication and improve performance of the
whole deduplication system.

3 ASYMMETRIC EXTREMUM CHUNKING

ALGORITHM

In this section we describe the design of the AE chunking
algorithm and analyze its key properties.

3.1 The AE Algorithm Design

In AE, a byte has two attributes: position and value. Each
byte in the data stream has a position number, and the posi-
tion of the nth byte (14n4stream length) in the stream is
n. Each interval of S consecutive characters/bytes in the
data stream is treated as a value. For example, eight conse-
cutive characters/bytes are converted to a value that is a 64-
bit integer. The value of every such interval in the data
stream is associated with the position of the first byte of the
S consecutive characters/bytes that constitute this value.
Therefore, each byte in the stream, except for the very last
S � 1 bytes, has a value associated with it. For convenience
of description, we assume that data stream start from the
leftmost byte. If a byte A is on the left of byte B, A is said to
be before B, and B appears after A. Given a byte P in the
data stream, the w consecutive bytes immediately after P
are defined to be the right window of P , and w is referred to
as the window size.

The extreme value in the AE algorithm can be either the
maximum value or the minimum value. For convenience of
discussion, in what follows in this section, we assume that
the extreme value is the maximum value. Starting from the
very first byte of the stream or the first byte after the last
cut-point (chunk boundary), AE attempts to find the first
byte of the data stream that satisfies the following two
conditions.

� It is the first byte or its value is greater than the val-
ues of all bytes before it.

� Its value is not less than the values of all bytes in its
right window.

The first byte found to meet these conditions is referred
to as a maximum point. These two conditions make sure that
the maximum point has the maximum value in the region
from the very first byte of the stream or the first byte after the
last cut-point to the rightmost byte of the maximum point’s
right window. There are two further implications. First, this
first byte can be a maximum point. Second, AE allows for ties
between the byte being examined and bytes in its
right window. If a maximum point has been found, AE
returns the rightmost byte in its right window, which is also
the byte being processed, as a cut-point (chunk boundary).
AE does not need to backtrack, since the process after the
returned cut-point is independent of the content before the
cut-point. Moreover, the position and the value of the bytes
processed (except for the byte having the temporary local
maximum value) need not be kept in memory. The workflow
of AE is described in Fig. 1. Algorithm 1 below provides a
more detailed implementation of the AE chunking algorithm.

From the algorithm description above, we know that the
minimum chunk size of AE is wþ 1. In what follows we dis-
cuss the expected chunk size of AE.

Theorem 1. Consider a byte in position p in the current data
stream, starting from the first byte after the last cut point (i.e.,
excluding the bytes in the data stream that have already been
chunked), the probability of this byte being a maximum point is
1=ðwþ pÞ, where w is the window size.

Proof. We assume that the content of real data is random,
an assumption that is reasonably justified by our experi-
mental evaluation and previous work such as MAXP [15].

TABLE 2
Traditional Chunking and Fingerprinting Throughput

on the i7-930 and i7-4770 CPUs

i7-930 i7-4770

Rabin_0.25 sha-1 Rabin_0.25 sha-1
354 MB/s 526 MB/s 463 MB/s 888 MB/s
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According to the conditions set for a maximum point, if
byte p is a maximum point, it should have the maximum
value in the interval ½1; pþ w�. In this interval, each byte
is equally likely to be of the maximum value. Thus, the
probability of byte p being the maximum point is
1=ðwþ pÞ. Note that if position p is the maximum point,
the chunk size will be pþ w. tu
Now we determine the range of possible position of

the maximum point, namely, the position x that makes
the cumulative probability equal to 1. According to Theo-
rem 1, we can compute the position x using the following
equation:

1

wþ 1
þ 1

wþ 2
þ 1

wþ 3
þ � � � þ 1

wþ x
¼ 1:

The left side of this equation is approximately equal to
lnðwþ xÞ � lnw. Thus, the value of x is approximately
ðe� 1Þ � w. For each possible position, the expected chunk
size is equal to the probability of being the maximum point
multiplying by the chunk size if it is the maximum point.
Finally, we compute the expected chunk size by adding the
expected chunk size of all possible positions, and the result,
namely, the expected chunk size, is ðe� 1Þ � w.

3.2 Properties of the AE Algorithm

In this section, we analyze the AE algorithm in regards to
the desirable properties of CDC algorithms listed in
Section 1.

Content Defined. The MAXP algorithm considers a byte
with the local maximum value a chunk boundary. There-
fore, any modifications within a chunk, as long as they do
not replace the local maximum value, will not affect the
adjacent chunks, since the chunk boundaries will simply be
re-aligned. Unlike MAXP, the AE algorithm returns the wth
position after the maximum point as the chunk boundary. It
puts the maximum points inside the chunks instead of con-
sidering them as chunk boundaries. This strategy may
slightly decrease the deduplication efficiency, but AE is still
content defined since the maximum points inside the
chunks can also re-align the chunk boundaries.

Take Fig. 2 for example, E1, E2, E3 are the three maxi-
mum points, C1, C2, C3 are the cut-points of the three corre-
sponding chunks. Assume that all modifications in the
example will not replace the local maximum value. If there
is an insertion (or deletion) in the interval [B1, E1) in Chunk
1, Chunk 2 will not be affected since the chunk boundary
will be re-aligned by the maximum point E1. If the insertion
is in the interval (E1, C1], the starting point of Chunk 2 will
be changed, and E2 will re-align the boundary to keep
Chunk 3 from being affected. If a sequence of consecutive
chunks has been modified, the loss of efficiency is deter-
mined by the position of the modification in the last modi-
fied chunk. If the modification is before the maximum point,
there is no efficiency loss. Otherwise, only one duplicate
chunk that is immediately after this modified region will be
affected. In addition, the deduplication efficiency is also
determined by many other factors, such as chunk-size vari-
ance and the ability to eliminate low-entropy strings. As we
will see shortly, AE’s ability to eliminate low-entropy
strings and reduce chunk-size variance has more than com-
pensated for this relatively small loss of deduplication
efficiency.

Algorithm 1. Algorithm of AE Chunking

Input: input string, Str; left length of the input string, L;
Output: chunked position (cut-point), i;
1: Predefined values: window size w;
2: function AECHUNKING (Str, L)
3: i 1
4: max:value Str½i�:value
5: max:position i
6: i iþ 1
7: while i < L do
8: if Str½i�:value � max:value then
9: if i ¼ max:positionþ w then
10: return i
11: end if
12: else
13: max:value Str½i�:value
14: max:position i
15: end if
16: i iþ 1
17: end while
18: return L
19: end function

Computational Overheads. Table 3 shows the computa-
tional overheads of the three algorithms, AE, MAXP and
Rabin. As shown in the table, the Rabin algorithm needs 1
OR, 2 XORs, 2 SHIFTs and 2 ARRAY LOOKUPs per byte
examined to compute the fingerprints and one conditional
branch to judge the chunk boundaries. While both the
MAXP and AE algorithms use comparison operations to
find the local maximum values, their strategies are quite dif-
ferent and it is this difference that makes AE much faster
than MAXP. Fig. 3 shows the difference between the two

Fig. 1. The workflow of the AE chunking algorithm, where N, M, D in the
figure are neighboring positions, and so are the positions of C and B0.

Fig. 2. An example of efficiency loss of AE.
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algorithms. As shown in the figure, MAXP finds the maxi-
mum values in a fixed-size window [A, D]. If the byte M
that is in the center of this window has the maximum value
in the window, its value must be strictly greater than that of
any byte in both regions of [A, B] and [C, D]. Assuming that
all bytes in the window [A, D] have been scanned and M
has the maximum value and has been returned as a cut-
point, some of the bytes in region [C, D] must be scanned
again when MAXP processes the byte E. This means that
MAXP needs an array to store the information of the bytes
in the fixed-size region immediately before the current byte.
Therefore, it requires two modular operations to update the
array, and 2� 1

p comparison and 5þ 1
p conditional branch

operations to find the local maximum value.
In contrast, AE only needs to find the maximum value in

an asymmetric window [F, I], which includes a fixed-size
region [H, I] and a variable-size region [F, G], whose size is
determined by the content of the data stream. As a result,
we only need to store a candidate maximum point and the
position of the candidate maximum point, and do not need
to backtrack to declare the local maximum value. Therefore,
AE only needs one comparison and two conditional branch
operations. Clearly, AE requires much fewer operations,
particularly the time-consuming conditional branch and
table lookup operations, than the other two algorithms.

Chunk Size Variance. Here we analyze the chunk size vari-
ance of the AE algorithm. We use the probability of a long
region not having any cut-point to estimate the chunk size
variance.

Theorem 2. AE has no maximum point in a given range, if and
only if in each interval of w consecutive bytes in this range,
there exists at least one byte that satisfies the first condition of
the maximum point, namely, it is the first byte or its value is
greater than the values of all bytes before it.

Proof. In this range, if there exists one byte in each interval
of w consecutive bytes whose value is greater than the
values of all bytes before it, then the second condition of
the maximum point, namely, its value is not less than the
values of all bytes in its right window, will never be satis-
fied. In other words, there is no maximum point in the
range. tu
Given an interval ½cwþ aþ 1; cwþ aþ w�, where c is a

constant, the probability of no byte satisfying the first condi-
tion of maximum point is

Yw

i¼1
1� 1

aþ i

� �
¼ a

aþ w
:

So the complementary probability, that there exists at least
one byte satisfying the first condition of the maximum
point, is w=ðwþ aÞ. Divide the interval into subintervals
with the length of w and then number them from 1 to m.
Consider the pth subinterval ½ðp� 1Þwþ 1; pw�. The proba-
bility of no maximum point in it is

w

ðp� 1Þ � wþ w
¼ 1

p
:

Multiplying the probabilities of the continuousm subinterv-

als, we have 1
m!. Given that the average chunk size of AE is

ðe� 1Þ � w, the probability of no maximum point in m con-
secutive chunks of average chunk size becomes

P ðAEÞ ¼ 1

½ðe� 1Þ �m�! ;

herem should be more than 1.
Next we compare the probabilities of very long chunks

among the AE, MAXP and Rabin algorithms. Table 4 shows
formulas to calculate the theoretical probability of no cut-
points in a region of length m� average-chunk-size [15] and
lists such probabilities when m ¼ 2; 3; . . . ; 8 for the three
algorithms, where Rabin_0 represents the Rabin algorithm
without minimum threshold, and Rabin_0.25 represents
Rabin with a minimum threshold on chunk size, and the
ratio of the minimum threshold to the expected chunk size
is 0.25. As can be seen from the table, the probability of gen-
erating exceptionally long chunks by AE is much lower
than the other two algorithms, which also means that AE
has smaller chunk-size variance.

Dealing with Low-Entropy Strings. Ties between the byte
being examined and the bytes in the right window may

TABLE 3
Computational Overheads of the Three Algorithms

Algorithm Computational overhead per byte scanned

Rabin 1 or, 2 xors, 2 shifts, 2 array lookups,
1 conditional branch

MAXP 2 mod, 2� 1
p comparisons,

5þ 1
p conditional branches

AE 1 comparison, 2 conditional branches

p is the expected chunk size.

TABLE 4
Probability of No Cut-Points in a Region of Length

m�Average-Chunk-Size

m AE Rabin_0 Rabin_0.25 MAXP

1
½ðe�1Þ�m�! e�m e�1:2m 22m

ð2mÞ!
2 0.0938 0.1353 0.0907 0.6667
3 0.0064 0.0498 0.0273 0.0889
4 2:56� 10�4 0.0183 0.0082 0.0063
5 6:85� 10�6 0.0067 0.0025 2:82� 10�4
6 1:32� 10�7 0.0025 7:47� 10�4 8:55� 10�6
7 1:94� 10�9 9:12� 10�4 2:25� 10�4 1:88� 10�7
8 2:25� 10�11 3:35� 10�4 6:77� 10�5 3:13� 10�9

Fig. 3. Illustration of the key difference between the MAXP and AE algo-
rithms, where B, M, C are neighboring positions, so are the positions of
D and E and positions of G, N, and H.
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appear in the data stream. If a tie happens to be between
two local maximum values, we can break the tie by one of
the following two strategies: (1) selecting the first maximum
value or (2) going beyond the right window to search for a
strictly maximum value. Strategy (1) can help identify and
eliminate low-entropy strings. AE allows for ties in its right
window and the maximum point can be the first byte, so
that it can divide the low-entropy strings into fixed-size
chunks whose size is wþ 1. On the other hand, Strategy (2),
which is used in the MAXP algorithm, will lead the algo-
rithm to miss detecting and eliminating low-entropy
strings. Note that the AE algorithm cannot detect all low-
entropy strings. If the length of a low-entropy string is
greater than 2wþ 2, then AE can identify a part of it. Fur-
thermore, Strategy (2) requires more conditional branch
operations in finding the maximum points. For these rea-
sons, we chose Strategy (1) for AE.

Artificial Thresholds on Chunk Size. AE’s strategy of finding
the maximum values implies that the length of its chunk
will be greater than or equal to wþ 1, so that an artificial
minimum threshold on chunk size is unnecessary. In addi-
tion, according to Table 4, the probability of AE generating
exceptionally long chunks is extremely small. This, com-
bined with the fact that AE is able to find cut-points in low-
entropy strings, makes it unnecessary for AE to impose the
maximum threshold on chunk size, a point that is amply
demonstrated in the detailed sensitivity study of the AE
algorithm in the next section.

3.3 Optimizations

The First Optimization. In fact, AE uses the comparison oper-
ation to find the extreme point, which provides us with an
opportunity to optimize the algorithm. As shown in Algo-
rithm 1, every time the algorithm moves forward one byte,
the value of the new byte Str½i�:value must be compared
with the temporary maximum value max:value. However,
max:value, which is selected out of the values of all bytes
between the starting point and the current position i, is
expected to be greater than Str½i�:value. In other words, lines
8 through 10 in the Algorithm 1 are expected to be executed
much more frequently than lines 12 through 14, which
means that optimizing lines 8 through 10 in the algorithm
will significantly improves the chunking throughput. We
found that declaring boundary by Algorithm 1 (line 9) is
unnecessary in the region between max:position and
max:positionþ w due to AE’s strategy of declaring bound-
aries. Therefore, we optimize the algorithm by removing as
many of the boundary declaring operations as possible in
the region mentioned above as described in Algorithm 2.
For simplicity, we use max:v and max:pos instead of
max:value and max:position in Algorithm 2. This optimiza-
tion helps increase the chunking throughput since it only
needs one comparison and one conditional branch in the
region between max:position and max:positionþ w when
max:value is greater than Str½i�:value, rather than one com-
parison and two conditional branches required by the origi-
nal AE algorithm. Note that, while the chunking stage is not
the performance bottleneck in the deduplication workflow,
higher chunking throughput translates into less computa-
tional overheads and thus frees up more CPU resources for
the other tasks.

Algorithm 2. The First Optimization to AE

Input: input string, Str; left length of the input string, L;
Output: chunked position (cut-point), i;
1: Predefined values: window size w;
2: function AECHUNKING-OPT1(Str, L)
3: i 1
4: max:v Str½i�:v
5: max:pos i
6: i iþ 1
7: while i < L do
8: if L < max:posþ w then
9: endPos ¼ L
10: else
11: endPos ¼ max:posþ w
12: end if
13: while Str½i�:v < max:v and i < endPos do
14: i iþ 1
15: end while
16: if Str½i�:v > max:v then
17: max:v Str½i�:v
18: max:pos i
19: else
20: returnmax:posþ w
21: end if
22: i iþ 1
23: end while
24: return L
25: end function

The Second Optimization. Low-entropy strings may exist
in two patterns [8]. One pattern is of a string that contains
only one unique character, such as

0000000000000000 . . . :

Another pattern is of a string that contains repetitive
substrings, such as

abcabcabcabcabcabc . . . :

Recall that AE declares the cut-point (chunk boundary) by
finding the local maximum values, which provides us with
another opportunity to further optimize the algorithm to
detect more low-entropy strings of the first pattern. We
know that the maximum value and the minimum value in a
region being equal means that all values in the region are
equal. As a result, we can define a low-entropy-string-
threshold LEST that is smaller than the expected chunk
size and optimize the algorithm using the following
strategy:

� AE also finds the minimum value when finding the maxi-
mum value and the cut-point. When the algorithm is proc-
essing the LEST th byte of the input stream, it checks if
the maximum value is equal to the minimum value. If the
maximum value and the minimum value are equal, the
algorithm outputs the LEST th byte as a cut-point. Other-
wise, it continues processing the subsequent bytes of the
stream.

This optimization makes AE capable of detecting more
low-entropy strings of the first pattern and outputting them
with a shorter chunk size LEST . A smaller LEST is helpful
since it only reduces the average size of the low-entropy
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chunks without affecting the other chunks. This optimized
algorithm is described in Algorithm 3. Compared with
Algorithm 1, the optimized algorithm requires more condi-
tional branches, leading to decreased throughput perfor-
mance. Further, the strategy used by the first optimization
to speedup the chunking throughput is not applicable to
this optimization. Therefore, AE can use either of the two
optimizations described above, but can not use both of
them simultaneously. We suggest the use of the second opti-
mization if the dataset includes many low-entropy string,
such as source code. Otherwise, the use of the first optimiza-
tion is recommended.

Algorithm 3. The Second Optimization to AE

Input: input string, Str; left length of the input string, L;
Output: chunked position (cut-point), i;
1: Predefined values: window size w; threshold LEST ;
2: function AECHUNKING-OPT2(Str, L)
3: i 1
4: max:v Str½i�:v
5: min:v Str½i�:v
6: max:pos i
7: i iþ 1
8: while i < L do
9: if Str½i�:v � min:v and Str½i�:v � max:v then
10: ifmin:v ¼ max:v and i ¼ LEST then
11: return i
12: end if
13: if i ¼ max:posþ w then
14: return i
15: end if
16: else if Str½i�:v > max:v then
17: max:v Str½i�:v
18: max:pos i
19: else
20: min:v Str½i�:v
21: if i ¼ max:posþ w then
22: return i
23: end if
24: end if
25: i iþ 1
26: end while
27: return L
28: end function

4 PERFORMANCE EVALUATION

In this section, we present the experimental evaluation of
our AE and its two optimization chunking algorithms in
terms of multiple performance metrics. To characterize the
benefits of AE, we also compare it with two existing CDC
algorithms, namely, Rabin and MAXP.

4.1 Evaluation Setup

We implement the MAXP and AE algorithms, along with
AE’s two optimizations, in an open-source deduplicaiton
prototype system called Destor [33], [34] on two servers.
One server has an 8-core Intel i7-930 2.8 GHz, running the
Ubuntu 12.04 operating system. Another and more power-
ful one has an 8-core Intel i7-4770 3.4 GHz system, running
the Ubuntu 14.04 operating system. Note that Destor uses

the SHA-1 hash function to generate chunk fingerprints for
the detection and elimination of duplicate chunks. To evalu-
ate the improvement on system throughput by using AE
and its optimizations, we also implemented them in the P-
dedupe deduplication system [14] on the two servers men-
tioned above. We index all fingerprints to evaluate the exact
deduplication efficiency for both the Destor and P-dedupe
systems, and put all fingerprint index in RAM for P-dedupe
to maximally examine the impact of different chunking
algorithms on the system throughput.

Datasets. To evaluate the three CDC algorithms, we use
the following three real-world datasets.

Bench: This dataset is generated from the snapshots of a
cloud storage benchmark. We simulate common operations
of file systems, such as file create/delete/modify operations
as suggested by [35] and [36] on the snapshots, and obtain a
108 GB dataset with 20 versions.

Open-source: This dataset includes 10 versions of Emacs,
15 versions of SciLab, 20 versions of GCC, 15 versions of
GDB, 40 versions of Linux kernels, 23 versions of CentOS,
18 versions of Fedora, 24 versions of FreeBSD, 17 versions
of Ubuntu. The total size of this dataset is 169.5 GB.

VMDK: This dataset is from a virtual machine installed
Ubuntu 12.04 LTS, which is a common use-case in real-
world [37]. We run a HTTP server on this virtual machine
and backup it regularly. Finally we obtain a 1.9 TB dataset
with 125 backups. Since all backups are full backup, there
exists a large amount of duplicate content in this dataset.

Evaluation Methodology. Every dataset was tested several
times by each chunking algorithm with different average
chunk sizes. For the Rabin algorithm, we still use the typical
configuration Rabin_0.25 (see Section 3). We also impose a
maximum threshold on chunk size whose value is eight
times the expected chunk size. Because of the minimum
threshold, the real average chunk size of Rabin will be
greater than the expected chunk size. It is approximately
equal to the expected chunk size plus the minimum thresh-
old. For the sake of fairness, for each test, we first processed
using Rabin to get the real average chunk size, and then
adjusted the real average chunk size to the same value
when using other algorithms. For convenience of discus-
sion, Rabin’s expected chunk sizes are used as labels to dis-
tinguish different tests on each dataset.

Since the AE algorithm is extreme-value based, the
extreme value can be either maximum value or minimum
value. As such, it is necessary to find out how sensitive is
the AE algorithm to the choice of the form of extreme
value, maximum or minimum. Therefore, in Destor [33]
we implemented both versions of AE, AE_MAX and
AE_MIN, to carry out a sensitivity study. In addition, in
order to experimentally verify our theoretic analysis and
conclusion that it is not necessary to impose a maximum
threshold on AE, as summarized in Table 4, we evaluated
AE’s sensitivity to the maximum chunk-size threshold by
implementing the same threshold on AE as that imposed
on Rabin, which leads to two more AE versions of
AE_MAX_T and AE_MIN_T. To evaluate the two optimi-
zations of AE, we include them in our test. We label the
original AE as AE, its optimization for higher chunking
throughput as AE-Opt1 and its optimization for low-
entropy strings as AE-Opt2 to distinguish them.
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4.2 Deduplication Efficiency

In this section, we evaluate the deduplication efficiency of
our algorithm. We use deduplication elimination ratio
(DER), which we define as the ratio of the size of input data
to the size of data need to be actually stored, to measure the
deduplication efficiency. Therefore, the greater the value of
DER is, the higher the deduplication efficiency is.

Sensitivity of AE to Design Parameters. Fig. 4 shows AE’s
sensitivity to the key design parameters, i.e., the form of
extreme value (maximum versus minimum) and the neces-
sity of imposing a maximum chunk-size threshold, in terms
of deduplication efficiency across the three datasets under
AE_MAX, AE_MIN, AE_MAX_T and AE_MIN_T. Consis-
tent with our theoretic analysis of Table 4, the experimental
results show that the AE without a maximum threshold
achieves nearly identical deduplication efficiency as the AE
with it. Specifically, the gains in deduplication efficiency
from adding the maximum threshold are negligibly small
(i.e., on average 0.003 percent). But for some datasets, it
actually reduces the deduplication efficiency, since the cut-
points declared by AE with a maximum threshold is no lon-
ger strictly content-defined but position dependent.

Another key observation is that AE_MAX achieve higher
DER than AE_MIN in three datasets. Recall that, just like the
MAXP, the AE algorithm treats the bytes directly as digits.
The deduplication efficiency of AE_MAX and AE_MIN
depends on the frequency and the encoding of the characters
in the data stream. We also tested other datasets including
network traffic, video files, different types of compressed files,
etc., and we found that AE_MAX can obtain the same or

higher deduplication efficiency than AE_MIN on all datasets
except for the network traffic dataset. This implies that we
should useAE_MAX in backup storage systems andAE_MIN
in Redundancy Elimination in networks. In this paper we
only focus on backup storage systems. In what follows, based
on the AE sensitivity study above, we used maximum value
for AE algorithm. We also tested the MAXP algorithm using
either the maximum or the minimum value on the three data-
sets, and the results are similar to and consistent with those of
AE. Therefore, we usedMAXPwithmaximumvalue.

Now we discuss the selection of the low-entropy-string-
threshold LEST (see Section 3.3) for AE-Opt2 and evaluate
the benefits brought by AE and AE-Opt2 with their ability
to detect the low-entropy strings. As mentioned in Section
3.3, low-entropy strings may exist in two patterns [8], here
we only focus on the first pattern, namely, a string that con-
tains only one unique character, since the second pattern of
such strings is difficult to detect. The Rabin algorithm can
also detect some low-entropy strings with the help of the
maximum threshold when the low-entropy strings are long
enough. However, MAXP does not have this capability. In

this evaluation, we set the value of LEST to 1
2,

1
4 and

1
8 of the

expected chunk size (ECS) respectively for AE-Opt2. Table 5
shows the ratio of the size of the low-entropy strings
detected to the size of the input data for the open-source
and VMDK datasets (bench dataset is not included in the
table since it contains very few low-entropy strings). As
shown in the table, AE and AE-Opt2 detect more low-
entropy strings than Rabin and MAXP in both datasets. Spe-
cifically, AE detects up to 7:9�, with an average of 3:9�,

Fig. 4. Deduplication efficiency of AE. AE_MAX and AE_MIN respectively represent AE using maximum and minimum as extreme values.
AE_MAX_Tand AE_MIN_T denote the AE_MAX and AE_MIN with a maximum threshold.

TABLE 5
Ratio of the Size of the Low-Entropy Strings Detected to the Size of Data Stream,

Where ECS in the Table Means Expected Chunk Size

algorithm open-source vmdk

2 KB 4 KB 8 KB 16 KB 2 KB 4 KB 8 KB 16 KB

Rabin 0 0 0 0 0 0 0 0
Rabin_0.25 1.04% 0.59% 0.23% 0.14% 2.34% 1.78% 1.49% 1.38%
MAXP 0 0 0 0 0 0 0 0
AE 5.47% 1.98% 1.49% 1.11% 6.07% 3.27% 2.84% 2.43%
AE-opt2 (LEST ¼ 1

2� ECS) 8.62% 5.04% 3.26% 1.49% 7.95% 5.41% 3.02% 2.67%

AE-opt2 (LEST ¼ 1
4� ECS) 9.54% 5.58% 3.69% 2.32% 8.48% 5.78% 4.14% 2.84%

AE-opt2 (LEST ¼ 1
8� ECS) 10.04% 6.27% 4.2% 2.61% 8.73% 6.24% 4.81% 3.68%
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more low-entropy strings than Rabin_0.25. AE-opt2 with an

LEST of 1
8 of ECS detects up to 18:6� (8:8� on average)

more such strings than Rabin_0.25 and up to 3:16� (2:09�
on average) more than AE. Furthermore, for AE-Opt2, a
smaller LEST contributes to detecting more low-entropy
string, but too small chunks cause higher metadata over-
head. In the following evaluations, we set the value of

LEST to 1
8 of ECS. Note that all detected low-entropy strings

have the same length. For Rabin, the length is equal to
Rabin’s maximum chunk-size threshold. For AE and AE-
Opt2, it is equal to wþ 1 and LEST respectively. Therefore,
all of these low-entropy strings can be eliminated directly
by chunk-level deduplication.

Next we compare the deduplication efficiency of the four
chunking algorithms, namely Rabin_0.25, MAXP, AE, AE-
Opt2. AE-Opt1 is not included in this comparison since it is
an optimization of AE focusing on improving the chunking
throughput performance and thus has the same deduplica-
tion efficiency as AE. Fig. 5 shows the results of this compar-
ison. As shown in the figure, on the bench dataset, four
algorithms achieve almost the same DER, and Rabin_0.25
achieves slightly higher DER than the other three algo-
rithms when real chunk size is greater than 10 KB. On the
open-source and VMDK datasets, Rabin_0.25 achieves com-
parable or higher DER than MAXP, AE attains higher DER
than Rabin_0.25 and MAXP, while AE-Opt2 achieves the
highest DER among the four algorithms. Obviously the rea-
son for AE-Opt2’s superior DER performance to AE is its
ability to detect and eliminate more low-entropy strings.

Chunk Size Variance. Chunk size variance also has a sig-
nificant impact on deduplication efficiency [7]. We have
proved that AE has smaller chunk size variance than the

other algorithms in theory in Table 4, here we test it using
the real-world datasets. We selected a gcc file in the open-
source dataset, and processed it using the three algorithms
with the expected chunk size of 4, 8, and 16 KB respectively.
Fig. 6 depicts the distribution. In this figure we can see that
AE achieve more uniform chunk-size distribution, which
also means that AE has smaller chunk-size variance than
the other two algorithms.

4.3 Chunking Throughput

Next we evaluate the chunking throughput. In this evalua-
tion we use a Ramdisk-driven emulation that uses RAM
exclusively, which is the same as that used in Shredder [13],
to avoid the performance bottleneck caused by read and
write operations on the disks. Fig. 7 compare the chunking
throughput measure among the Rabin_0.25, MAXP, AE,
AE-Opt1, and AE-Opt2 algorithms on the i7-4770 CPU
across the three datasets. On each dataset, the expected
chunk size is set at 2, 4, 8, and 16 KB respectively. To better
present the throughput bottleneck of the deduplication
workflow, we also present the throughput of SHA-1 in the
figure.

From the figure, we can draw the following observations.
First, AE outperforms the Rabin_0.25 and MAXP algorithms
in terms of the chunking throughput. Specifically, on
average, AE improves the throughput performance of
Rabin_0.25 and MAXP by 3:21� and 2:55� respectively.
Second, AE-Opt1 significantly improves the chunking
throughput. On average, it accelerates the chunking speed
of AE by 73.1 percent. Third, AE-Opt2 decreases the chunk-
ing throughput. However, its throughput is still signifi-
cantly greater than that of SHA-1.

Fig. 5. Deduplication efficiency of the three chunking algorithms on the three real-world datasets.

Fig. 6. Distribution of the chunk size for the three algorithms. Expected chunk sizes are 4, 8, and 16 KB respectively.
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4.4 Impact of the Chunking Algorithms on the
System Throughput

Now we discuss the impact of the chunking algorithms on
the overall throughput of the deduplication system encom-
passing the entire deduplication workflow, or system
throughput for brevity. As mentioned before, the chunking
stage is the performance bottleneck of the deduplication
workflow, which means that improvement on the chunking
throughput can directly benefit the system throughput
before the system meets another performance bottleneck.
For the convenience of description, we refer to the P-dedupe
systems with the Rabin_0.25, MAXP, AE, AE-Opt1 and AE-
Opt2 algorithms as P-dedup-Rabin, P-dedup-MAXP, P-
dedup-Rabin-AE, P-dedup-AE-Opt1 and P-dedup-AE-Opt2
respectively. In this evaluation we still use a Ramdisk-
driven emulation to avoid the performance bottleneck
caused by disk I/O. For each dataset, we only use 3 GB, a
small part of its total size in the evaluation, while the
VMDK dataset is not included since even a single file in this
dataset is too large to fit in the RAM.

Fig. 8 shows the system throughput of the two systems
with an expected chunk size of 8 KB. As shown in the figure,
P-dedup-MAXP attains almost the same system throughput
as P-dedup-Rabin on the i7-930 CPU and slightly higher

system throughput than P-dedup-Rabin on the i7-4770
CPU. P-dedup-AE-Opt1 obtains almost the same system
throughput as P-dedup-AE. In addition, P-dedup-AE out-
performs P-dedup-Rabin significantly in terms of system
throughput, by a speedup factor of up to 1:63�, with an
average factor of 1:54� on the i7-930 CPU. On the i7-4770
CPU, the improvement is even greater, with the system
throughput achieved by P-dedup-AE reaching up to 2� (on
average 1:84�) higher than that of P-dedup-Rabin. As for P-
dedup-AE-Opt2, its system throughput is slightly lower
than P-dedup-AE on the i7-930 CPU. This is because
the chunking stage is not fast enough to totally remove the
chunking stage performance bottleneck. Despite of the
lower system throughput compared with P-dedup-AE
(with a decrease of 8.3 percent on average), it still acceler-
ates the system throughput of P-dedup-Rabin by more than
1:4�. On the i7-4770 CPU, the system throughput of P-
dedup-AE-Opt2 and P-dedup-AE are almost the same,
which also means that the performance bottleneck of the
deduplication workflow has been shifted from the chunking
stage to the fingerprinting stage since the chunking
throughput has no effect on the system throughput. This,
combined with the results of Table 5, shows that AE-Opt2
is useful for the datasets that contain large amounts of

Fig. 7. Throughput of SHA-1 and the five algorithms on the i7-4770 CPU.

Fig. 8. System throughput of P-dedup-Rabin, P-dedup-MAXP, P-dedup-AE, P-dedup-AE-opt1 and P-dedup-AE-opt2 on the i7-930 and i7-4770 CPUs
with Ramdisk.
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low-entropy strings since it can detect and eliminate more
low-entropy strings (by up to 3:16�), while has marginal or
no affect on the system throughput performance.

5 CONCLUSION

High computational overheads of the existing CDC algo-
rithms render the chunking stage the performance bottle-
neck of the deduplication workflow. We presented AE, a
new CDC algorithm that effectively employs an asymmetric
sliding window to find the local extreme value for fast con-
tent-defined chunking. As a result, AE is shown to have
lower computational overheads and thus higher chunking
throughput, smaller chunk size variance, and the ability to
eliminate more low-entropy strings than the state-of-the-art
algorithms. To strengthen the superiority of AE, we present
two optimizations to AE, with one optimization providing
higher chunking throughput while the other offering higher
deduplication efficiency by eliminating more low-entropy
strings. Our experimental evaluation based on three real-
world datasets demonstrates the robustness of AE in terms
of deduplication efficiency and superior chunking through-
put performance that is able to shift the performance bottle-
neck of the deduplication workflow from the chunking
stage to the fingerprinting stage and significantly improve
the system throughput performance.
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