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Applying Delta Compression to Packed Datasets for
Efficient Data Reduction

Yucheng Zhang ®, Hong Jiang

Meng Chen

Abstract—Backup systems often adopt deduplication tech-
niques for data reduction. Real-world backup products often
group files into larger units (called packed files) before
deduplicating them. The grouping entails inserting metadata
immediately before the contents of each file in the packed file.
Some metadata change with every backup, producing substantial
similar (non-duplicate) chunks. Delta compression can remove
redundancy among those similar chunks but cannot be applied
to HDD-based backup storage because 1/Os required for fetch-
ing base chunks result in severe throughput loss. For packed
datasets, some duplicate chunks, called persistent fragmented
chunks (PFCs), are rewritten every backup. We observe that
corresponding chunk pairs surrounding identical PFCs are non-
identical due to different metadata but similar to each other. In
this article, we propose PFC-delta to perform high-performance
delta compression for the aforementioned similar chunks on top
of deduplication. PFC-delta identifies and prefetches potential
base chunks stored along with PFCs by piggybacking on the
routine I/Os during deduplication, thus avoiding extra I/0s. We
also propose a hash-less delta encoding approach to reduce extra
computational overheads. Evaluation results with four real-world
datasets show that PFC-delta improves both compression ratio
and restore performance, while increasing the backup throughput
on all but one datasets.

Index Terms—Delta
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1. INTRODUCTION

ATA backup is an important approach to protect primary

data. A salient feature of backup workloads is high redun-
dancy among multiple backup streams [1], [2]. Thus, backup
systems often use data deduplication to remove redundant data
[3], [4]. Generally, data deduplication schemes divide each
input backup stream into multiple chunks and calculate a fin-
gerprint for each chunk. By indexing chunks’ fingerprints, both
duplicate and non-duplicate (unique) chunks can be identified.
Deduplication-based backup systems do not store duplicate
chunks for space-saving but refer them to their physical copies
via small-size references. Unique chunks are aggregated into
fixed-size (e.g., 4 MB) containers for storage [5], [6]. At the end
of a backup, a recipe file that records the fingerprint sequence
of the backup stream is stored for future data restoration.

When files in the backup system are requested, chunks are
accessed one by one to reassemble the original files [4], [7],
[8]. The read unit during this (data restoration) process is a
container. Since chunks of a backup stream are scattered across
containers, also known as fragmentation [9], [10], the restore
process requires a large number of disk accesses. For HDD-
based backup systems, the performance bottleneck during data
restoration is the disk I/Os for reading containers holding re-
quired chunks. To reduce disk I/Os during data restoration
and accelerate the restore speed, researchers propose rewriting
schemes that store (rewrite) some duplicates to reduce chunk
fragmentation [10], [11], [12], [13].

To increase the backup stream locality, backup products often
aggregate files to be backed up into larger units (called packed
files in this article) before copying them to backup systems [1],
[3], [14]. During the grouping process, each file to be backed
up will be inserted some metadata of it immediately before the
file contents, which is similar to the process of UNIX “rar”.
Since some metadata such as modification time change every
time the file being packed, chunks including those metadata will
be considered non-duplicate (unique) even though file contents
in them are unmodified. The impact of inserted metadata on
deduplication efficiency can be significant because they are
scattered in the packed file and thus can lead to a huge number
of unique chunks.

If there are many small files in an input backup stream, a
small number of duplicate chunks only containing unchanged
files’ contents may be surrounded by a large number of unique
chunks including the changing metadata. If so, these duplicate
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Fig. 1. Assuming that each backup stream is a packed file containing 4
files and the contents (excluding the inserted metadata) of the 4 files in the 3
backup streams are unchanged. After being chunked, each backup stream is
divided into 5 chunks (4 chunks including metadata and 1 chunk containing
only file contents). All chunks are considered unique and stored in container I
after backup 1. During backup 2, C is considered fragmented and rewritten
since it references a container with low reuse (i.e., only a few chunks in this
container are referenced by the current backup). After being rewritten, C is
still stored in a container with low reuse and thus is rewritten again during
backup 3. C1 is a persistent fragmented chunk (PFC).

chunks may be repeated rewritten in every backup, for two
reasons. First, existing rewriting schemes are designed to
rewrite as few duplicate chunks as possible. Thus, duplicate
chunks in the containers with low reuse would be rewritten.
Since duplicate chunks only containing unchanged files’ con-
tents are stored together with a large number of unique chunks
surrounding them in the backup stream, they would be rewrit-
ten. Second, a rewritten chunk is often stored along with unique
chunks adjacent to it in the backup stream to preserve the
backup stream locality. Thus, those duplicate chunks would still
be stored together with a large number of unique chunks in-
cluding metadata after being rewritten. Duplicate chunks being
repeatedly rewritten are referred to as persistent fragmented
chunks (PFCs). Fig. 1 gives an example to show how this
problem arises.

For backup datasets containing many small files, we found
that most of the corresponding chunks including inserted meta-
data in different backup versions surrounding identical PFCs
are similar to each other. This is because they contain identical
file contents but different metadata. Taking chunks in Fig. 1 as
an example, As, Bo, Ds, and E5, which surround a PFC (i.e.,
(), are respectively similar to the chunks that contain metadata
and surround C4, i.e., Az, B3, D3, and E5. Redundant data
among such similar chunks cannot be eliminated by chunk-level
deduplication, but can be removed by a similarity-based data
reduction technique called delta compression.

Given a target chunk and a base chunk with similar content,
the delta compression approach encodes the target chunk rela-
tive to the base chunk to generate a delfa file consisting of their
differences. The original target chunk can be reconstructed by
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decoding the delta file and the base chunk. Currently, the HDD
is still often used as the storage device of backup systems due to
its price-per-capacity superiority. Thus, this article focuses on
HDD-based backup systems. Though delta compression can be
used as a complementary technique to chunk-level deduplica-
tion for additional space-saving, it cannot be applied to HDD-
based backup storage because extra disk accesses for reading
back chunks from the storage device to serve as the base chunks
result in severe backup throughput loss [15], [16].

Some backup products, such as DDFS [5], [15], access con-
tainers for prefetching metadata to speed up duplicate detec-
tion. During this process, if data chunks surrounding identical
PFCs are also prefetched, or piggybacked, to serve as base
chunks, we can perform delta compression for similar chunk
pairs that surround identical PFCs without requiring extra I/Os.
Except for I/O overheads, delta compression also introduces
additional computational overheads for similarity detection and
delta encoding. Traditional delta encoding approaches [17],
[18] are time-consuming. This is because duplicate strings
among the target and the base chunks may appear in different
positions within the corresponding chunks and delta compres-
sion tools need to calculate fingerprints byte-by-byte on chunks
and index these fingerprints to find alignments between the
two chunks. Our study in Section III-B suggests that, for most
of the similar chunks surrounding identical PFCs, their con-
tents are identical, except for metadata. That is, their duplicate
strings appear exactly in the same positions without any shift,
which provides an opportunity to simplify the delta encod-
ing process.

Motivated by above observations and analysis, we propose
a PFC-inspired delta compression scheme, called PFC-delta, to
perform high-performance delta compression for similar chunk
pairs surrounding identical PFCs on top of chunk-level dedu-
plication. PFC-delta builds on the deduplication strategy of
grouping chunks into containers for storage and prefetching
containers’ metadata during deduplication. To eliminate disk
1/Os for fetching base chunks, it identifies containers holding
PFCs and prefetches potential base chunks in them by piggy-
backing on the I/Os for prefetching metadata during dedupli-
cation. To reduce computational overheads required by delta
encoding, it adopts a hash-less delta encoding approach that
is devoid of time-consuming fingerprinting and indexing op-
erations as used in the traditional approaches for delta encod-
ing similar chunk pairs whose duplicate strings appear exactly
in the same positions. The contributions of this article are
three folds:

o« We propose a base chunk prefetching approach called
PFC-inspired prefetching to eliminate extra disk I/Os for
fetching base chunks. PFC-inspired prefetching identifies
the containers holding PFCs and prefetches data chunks in
them as potential base chunks, along with metadata when
these containers are accessed for prefetching metadata dur-
ing the deduplication process.

o« We propose a delta encoding approach called hash-less
delta encoding for similar chunk pairs whose duplicate
strings appear exactly in the same positions to reduce
computational overheads required by delta encoding.
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Hash-less delta encoding replaces time-consuming
fingerprinting and indexing operations as used in the
traditional approaches with extremely fast byte-wise
comparisons.

o Evaluation results with four backup datasets suggest that
PFC-delta improves the compression ratio of the typ-
ical deduplication-based backup system by a factor of
1.3x-2.5%x and accelerates the restore speed by 1.2x—
2.06 <, while increasing the backup throughput on all but
one datasets.

The rest of the article is organized as follows. Section II
presents the necessary background and related work. Sec-
tion III presents the observations motivating our work. Sec-
tion IV presents the detailed design of our scheme. Section V
presents the experimental results and Section VI presents the
conclusion of the article.

II. BACKGROUND AND RELATED WORK

A. Backup and Restore Processes

Generally, deduplication-based backup systems store a chunk
when it first appears for storage and refer to any subsequent
chunks with duplicate contents of it identified by their secure
hash values (fingerprints) by references instead of storing their
data contents, thus saving space. A main challenge facing the
deduplication-based backup storage is to organize the finger-
print index for detecting duplicates. Zhu et al. [S] group consec-
utive chunks of a backup stream into containers to preserve the
chunk locality and use an on-disk full fingerprint index to trig-
ger the locality-based caching to reduce disk I/Os. Some other
researchers put the fingerprint index in memory and reduce its
memory usage via sampling [3], [4], [19].

Data restoration is the reverse process of backup, where
required chunks are retrieved one by one to reassemble the
original data stream [6]. To reduce disk I/Os during the restore
process, the I/O unit during this process is a container and the
system keeps a restore cache in memory. That is, to access a
chunk, the container holding this chunk is loaded into the re-
store cache, so that chunks that are stored in the same container
and will be accessed in the near future can be read together
without extra I/Os. For HDD-based backup systems, restore
speed is mainly decided by the number of read-in containers
during the restore process. Fewer read-in containers indicate
higher restore speed.

B. Fragmentation and Rewriting Schemes

Due to deduplication, chunks of a backup stream are phys-
ically scattered in the storage devices, which is known as
fragmentation [7], [9], [10], [11], [13]. Chunk fragmentation
severely hurts the restore performance since it increases the
number of read-in containers during data restoration, especially
with the increasing number of backups. To solve the problem,
rewriting schemes are proposed which store some duplicate
chunks to remove references to some previously-stored con-
tainers, thus decreasing the I/O number during data restoration.
Obviously, rewriting schemes trade deduplication ratio for re-
store performance. To minimize rewritten chunks as well as the

file 2

file 1 file n

Fig. 2. The format of a packed file consisting of n files.

decrease of deduplication ratio, the duplicate chunks selected
for rewritten should be stored in the containers with low reuse
[12]. Zou et al. [7] eliminate chunk fragmentation by using out-
of-line reorganization operations after each backup.

We define the reuse ratio of a container as the fraction of du-
plicate chunks it holds. Chunks referring to previously written
chunks in the containers with low reuse ratios are considered
fragmented and will be rewritten, thus avoiding those containers
being read during data restoration. Rewriting schemes vary in
calculating container’s reuse ratio. Capping [11] and CBR [10]
organize chunks of a backup into multiple segments, each of
which consists of a sequence of chunks, and calculate con-
tainers’ reuse ratios within each segment. HAR [12] calculates
containers’ reuse ratios using all chunks of a backup and uses
them to identify fragmented chunks of the next backup.

Many optimizations to the aforementioned rewriting schemes
are proposed. Instead of using a fixed capping level for all
segments as in Capping, Cao et al. [20] propose a flexible con-
tainer referenced count scheme to set different capping levels
for different segments to increase the accuracy of fragmented-
chunk identifications. Wu et al. [21], [22] observe redundancy
among read-in containers resulting from rewriting schemes and
propose selecting the containers with more distinct chunks for
deduplication. Tan et al. [23], [24] group chunks into variable-
size data groups, instead of the fixed-size one as used in the
traditional backup storage, to identify fragmented chunks more
accurately. Liu et al. [25] use an additional SSD to increase the
number of chunks for Capping to calculate the reuse ratios of
containers, which helps improve the accuracy of fragmented-
chunk identifications.

C. Redundancy in Packed Datasets

Backup products often pack small files into larger units
(called packed files) before copying them to the storage system
[1], [14]. This strategy increases the stream locality which helps
improve caching efficiency for backup. The format of a packed
file is similar to that of a UNIX “tar” file, as shown in Fig. 2.
Each file in a packed file consists of one metadata block and
one or more data blocks. A file’s metadata including its path,
name, size, ownership, and modification time are placed in
the metadata block, while the file’s contents are stored in data
blocks. A file’s metadata block is placed together with its data
blocks, so that, when this file is required, both its metadata
and contents can be read together without requiring additional
“seeks”. Consequently, in a packed file, metadata blocks are
interspersed with data blocks. Since some metadata such as
modification time change every time the file is packed, chunks
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Fig. 3. Percentage of PFCs in all rewritten chunks for the state-of-the-art
rewriting schemes (CBR, Capping, and HAR) for the WEB dataset.

including metadata blocks would be “unique” during deduplica-
tion even though the files’ contents they contain are unmodified,
leading to a decrease in deduplication efficiency.

If all files in a packed file are unmodified in multiple con-
secutive backup versions, duplicate chunks excluding metadata
blocks would be interspersed with unique chunks including
metadata blocks. If the packed files contain many small files,
the following phenomenon may appear: a small number of
duplicates would be repeatedly identified as fragmented chunks
and rewritten in every backup because they would always be
surrounded by a large number of unique chunks including meta-
data blocks when writing to the containers, even after being
rewritten, which results in the low reuse ratios of the containers
holding them. Such duplicate chunks, i.e., chunks being repeat-
edly rewritten, are referred to as persistent fragmented chunks
(PFCs) [26].

Rewriting schemes often set a rewrite limit (e.g., 5% of
chunks seen so far) to avoid too much rewrite. If the size of
fragmented chunks exceeds this rewrite limit, restore perfor-
mance would be decreased as some fragmented chunks will
not be rewritten. Otherwise, deduplication efficiency would be
decreased because PFCs would be rewritten in every backup
[26]. In some packed datasets, PFCs may account for the vast
majority (more than 90%) of rewritten chunks, the WEB dataset
(see Section V-A) is a case in point, as shown in Fig. 3. In
this case, PFCs can significantly impact either deduplication
efficiency or restore performance.

Numerous approaches are proposed to avoid the impact of
inserted metadata on the deduplication efficiency and restore
performance. Instead of putting metadata immediately before
data blocks, Lin et al. [27] colocate all metadata blocks at the
end of the packed file to make metadata blocks localized and
separated from data blocks. This approach changes file restora-
tion I/Os from sequential to random and complicates both write
and read processes. Zhang et al. [26], [28] group identified
PFCs to increase the reuse ratios of the containers holding them
and make them no longer fragmented. This approach improves
restore performance but fails to eliminate redundancy among
chunks with identical data blocks but different metadata blocks.

D. Delta Compression

Similarity Detection. Existing similarity detection appro-
aches compute several features for each chunk for matching
its similar chunk. The super-feature approach [29] computes a
hash function for all consecutive strings with fixed size (e.g.,
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32 bytes) and selects the maximum (or minimum) hash as a fea-
ture. It extracts multiple features from each chunk and groups
them into several super-features. Two chunks having a single
super-feature in common are considered similar to each other.
Zhang et al. [30] accelerate the process of feature calculation
by exploiting the fine-grained locality among similar chunks.
Zou et al. [31] speed up the feature computation process of
the typical similarity detection approach by replacing the Rabin
hash with a fast Gear hash combined with two optimizations to
further reduce computational overheads.

Delta Compression. Delta compression can eliminate redun-
dancy among chunks with similar contents whose redundancy
eludes the detection of chunk-level deduplication [15], [16],
[32], [33]. A typical delta compression tool called Xdelta [17]
uses a byte-wise sliding window to identify repeated strings
between the target and base chunks for differences calculation,
which is very time-consuming. Xia et al. [34] propose a fast
delta-encoding approach called Edelta, which replaces some
of the time-consuming fingerprinting and indexing as used in
Xdelta with fast byte-wise comparison to speed up the through-
put of delta encoding.

Since delta compression is orthogonal and complementary
to chunk-level deduplication, it can be used to compress post-
deduplication chunks. Results from real-world product suggest
that delta compression further improves the compression ratio
of data deduplication by a factor of 1.4x—3.5x [16]. However,
delta compression is not suitable for HDD-based backup sys-
tems because I/O overheads for fetching base chunks from the
HDD severely decrease backup throughput [15], [16].

Zou et al. [8] propose to perform delta compression for
unique chunks whose base chunks can be detected from the
chunks of the last and the current backups. Their approach
assumes that, after each backup, all chunks and the base chunks
of delta-compressed chunks of the current backup can be reor-
ganized to a compact data layout without chunk fragmentation.
This approach, however, has a significant impact on the backup
system because the backup system must perform the service-
disruptive reorganizations frequently and finish them before the
corresponding users’ next backups. In this article, we focus
on adding post-deduplication delta compression seamlessly to
backup systems in a non-intrusive manner.

III. OBSERVATIONS AND MOTIVATIONS
A. PFC-Inspired Prefetching

Similar Chunks Surrounding Identical PFCs. We ob-
serve that, in a deduplication-based backup system, most of the
corresponding chunks in different backup versions surrounding
the same PFC are similar to each other (i.e., contain the same
data blocks but different metadata blocks). In other words, an
identified PFC in the current backup indicates multiple chunks
surrounding the same PFC in the previous backup streams that
are similar to the corresponding chunks in the current backup.
Each pair of those similar chunks have identical data blocks but
different metadata blocks. As a result, the corresponding chunks
in the previous backup streams can serve as the base chunks for
delta-compressing the chunks of the current backup.
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Base Chunk Prefetching. In general, the basic I/O unit
for deduplication-based backup systems is a container which
consists of a data section and a metadata section. The former
contains chunks while the latter contains chunks’ fingerprints
and the offsets in the container. To accelerate duplicate detec-
tion, the system needs to access containers’ metadata sections
during the deduplication process. This provides an opportu-
nity to prefetch potential base chunks for delta compression
without requiring extra disk I/Os. Specifically, when containers
holding PFCs are accessed for prefetching metadata during
deduplication, chunks in these containers are also prefetched,
or piggybacked, to serve as potential base chunks.

Taking chunks in Fig. 1 as an example. Assuming that C; is
identified as a PFC in backup 2. When ingesting backup 3, the
typical deduplication engine needs to prefetch the metadata in
the metadata section of container II during deduplication. Since
container II contains a PFC (i.e., C) that also appears in the on-
going backup, data chunks in this container are prefetched along
with metadata. In this way, chunks Ay, Bs, Do, and E5 that
can serve as the base chunks for delta-compressing the unique
chunks As, Bs, D3, and E3 are prefetched without requiring
extra I/Os.

Some schemes perform delta compression for all similar
chunks in the system to minimize the redundant data [35],
[36], [37]. Some other schemes detect similar chunks with
strong locality for delta compression to reduce memory space
for indexing the super-features [15], [16]. Our scheme aims to
avoid extra I/Os introduced by delta compression by performing
delta compression only for similar chunk pairs surrounding
identical PFCs. Since some of the real-world backup datasets
such as source code releases include a large amount of similar
(non-duplicate) chunks introduced by changing metadata, per-
forming delta compression for such datasets may significantly
improve storage space efficiency.

B. Simplifying Delta Encoding Process

Existing delta encoding approaches use “COPY” and “IN-
SERT” instructions to encode the input chunk relative to the
base chunk [17], [18]. Duplicate strings shared by two similar
chunks may appear in different positions in the two chunks.
Before detecting common strings, delta encoding tools have to
find alignments between the input and base chunks. Then the
longest matches can be detected by expanding the contents of
the aligned position byte-by-byte in both directions. To find
the alignments, existing delta encoding approaches calculate
fingerprints byte-by-byte on chunks, similar to content-defined
chunking, and index fingerprints. However, calculating and in-
dexing fingerprints are computationally expensive.

For similar chunk pairs surrounding identical PFCs, if their
contents are identical except for the contents in the meta-
data blocks, their common strings appear exactly in the same
positions within the corresponding chunks without any shift.
This means that the time-consuming operations for calculating
and indexing fingerprints are not necessary for delta encoding
those similar chunks. For some packed datasets, similar chunk
pairs whose redundancy appears exactly in the same positions

60%
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Fig. 4. Percentage of similar chunk pairs whose redundancy appears exactly
in the same positions within the corresponding chunks without any shift.

account for a substantial proportion of all similar chunk pairs
surrounding identical PFCs, such as the LNX and CHR datasets
as shown in Fig. 4. Hence, a new delta encoding approach
without the aforementioned time-consuming operations can sig-
nificantly reduce computational overheads of delta encoding
and has the potential to accelerate the backup throughput.

IV. DESIGN AND IMPLEMENTATION
A. System Architecture

PFC-delta is designed to remove redundant data between
similar chunk pairs surrounding identical PFCs by performing
high-performance delta compression. It builds upon a typical
deduplication strategy of organizing consecutive unique chunks
into containers for storage and prefetching containers’ metadata
during deduplication. To reduce I/O overheads required for
fetching base chunks, PFC-delta identifies containers holding
PFCs and prefetch potential similar chunks in them by piggy-
backing on the I/Os for prefetching metadata during dedupli-
cation, as detailed in Section IV-B. To reduce computational
overheads required by delta encoding, we propose a hash-less
delta encoding approach that is devoid of time-consuming fin-
gerprinting and indexing operations as used in the traditional
approaches, as detailed in Section I'V-C.

Fig. 5 shows the data reduction workflow of a deduplication
system with PFC-delta. A backup stream is firstly chunked and
fingerprinted, and then processed by a deduplication engine
to identify duplicates by indexing fingerprints. During dedu-
plication, potential base chunks and their super-features are
prefetched into the base chunk cache. The system then detects
similar chunks from the base chunk cache for unique chunks
and fragmented chunks and delta-encodes them if their similar
chunks are found in the base chunk cache.

After being deduplicated and delta-compressed, unremoved
chunks, deltas (delta-compressed chunks), and their metadata
are written to a container. In our design, a container includes
two sections: (1) a data section holding chunks as well as their
super-features and deltas (delta-compressed chunks) and (2) a
metadata section holding chunks’ and deltas’ fingerprints and
offsets in the container.

B. PFC-Inspired Prefetching

In this subsection, we first introduce how to identify PFCs
and then describe the strategy to prefetch potential base chunks
in the containers holding PFCs.
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The data reduction workflow of a deduplication system with PFC-delta. Newly added data structures and processes for supporting PFC-delta are

shown in blue. Cid in the figure represents the container id which can be used to locate the physical position of the corresponding container.

1) PFC Identification: PFCs are duplicate chunks that are
repeatedly identified as fragmented chunks. Existing rewriting
schemes vary in how fragmented chunks are identified, leading
to different patterns of PFCs being repeatedly identified as frag-
mented chunks. For CBR and Capping that identify fragmented
chunks using the information of duplicates of the on-going
backup, PFCs appear in every backup. Since HAR identifies
fragmented chunks using the information of duplicates of the
last backup, PFCs appear in every second backup.

A direct approach for identifying PFCs is to record and
compare fingerprints of all fragmented chunks identified in the
last and the current backups as used in [26]. However, this
approach consumes too much memory because there might be
a large number of fragmented chunks and each fingerprint takes
20 bytes. Recall that fragmented chunks are duplicate chunks in
containers with low reuse ratios, which means that a container
is the basic unit for identifying fragmented chunks. Hence, to
reduce memory consumption, instead of recording fingerprints
of fragmented chunks to identify PFCs, we record the ids of
the containers with low reuse ratios. A container id is an 8-byte
integer that can be used to locate the physical position of the
corresponding container.

More specifically, when a backup completes, a file that
records container ids of all identified fragmented chunks is
written to the disk. At the beginning of the next backup (or
the backup after next if the rewriting scheme is HAR), the
aforementioned file is loaded and the container ids recorded
in it are read to construct an in-memory lookup table, called
FC-CID;,s:- When a fragmented chunk is declared, PFC-delta
checks whether its container id exists in FC-CID;,;. If so, this
fragmented chunk is a PFC.

2) Base Chunk Prefetching:

Duplicate Detection and Removal (Deduplication). PFC-
delta adopts the indexing (deduplication) scheme proposed by

Zhu et al. [5], which puts the fingerprint index on the disk
and uses a Bloom filter and a fingerprint cache to reduce disk
accesses for checking the fingerprint index. For a new chunk,
its fingerprint is first queried in the fingerprint cache. Upon a
miss, the Bloom filter is checked to determine whether the data
chunk is likely to exist in the system. If negative, the chunk is
not a duplicate since Bloom filter does not return false negatives.
Otherwise, the on-disk fingerprint index is checked. If the fin-
gerprint matches in the fingerprint index, the container holding
the physical copy of this chunk is accessed and the metadata in
the metadata section are inserted into the fingerprint cache.

Base Chunk Prefetching. A key idea behind PFC-delta is to
prefetch data chunks in the containers holding PFCs along with
metadata when those containers are accessed during deduplica-
tion. It is easy to identify PFCs and the containers holding them.
However, if we first identify PFCs in the current backup and
then prefetch chunks in the containers holding those identified
PFCs, only a few chunks would be prefetched to serve as the
potential base chunks because the process to prefetch metadata
precedes that to identify PFCs in the deduplication workflow.
In other words, PFCs and the containers holding PFCs should
be known before the process to prefetch metadata. To solve
the problem, we prefetch chunks in the containers holding the
PFCs that were identified in the last backup (or the last but one
backup if the rewriting scheme is HAR). With this strategy, we
can capture almost all potential similar chunk pairs surrounding
identical PFCs because PFCs identified in a backup stream
would also appear in the subsequent backup streams with a very
high probability.

More specifically, when a backup completes, a file that
records the ids of containers holding PFCs declared in this
backup is stored. At the beginning of the next backup (or
the backup after next if the rewriting scheme is HAR), the
aforementioned file is loaded and container ids recorded in it
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Algorithm 1 Prefetching process of PFC-delta

Input: container ids of fragmented chunks in the last backup,
FC-CID ¢ 1ds of containers holding PFCs recorded in the
recent backup, PFC-CID;4¢;

Output: container ids of emerging fragmented chunks, FC-
CIDcperging; ids of containers holding PFCs recorded in
the on-going backup, PFC-CIDpergings

1: Initialize a set, FC-CIDyergings

2: Initialize a set, PFC-CID e gings

3: while the backup does not complete do

4: Receive a chunk;

5: if the chunk is duplicate then

6: cid < id of container referenced by the chunk;
7: if cid exists in PFC-CID,,; then

8: Prefetch the whole container;

9: else
10: Prefetch metadata only;
11: if the chunk is fragmented then
12: if cid exists in FC-CID,,,; then
13: Insert cid into PFC-CID¢perging:
14: else
15: Insert cid into FC-CID¢pnergings
16: end if
17: end if
18: end if
19: end if

20: end while

are read to construct an in-memory lookup table, called PFC-
CIDy,s;. When the deduplication engine accesses containers
for prefetching metadata, it checks whether the id of the con-
tainer to be accessed exists in PFC-CID;, ;. If true, chunks in
the container and their super-features are fetched along with
metadata and inserted into a base chunk cache to enable the
subsequent post-deduplication delta compression. Otherwise,
only the metadata in this container are fetched, the same as
the traditional deduplication process [5]. Note that containers
recorded in the aforementioned file generated by the last backup
might have been reclaimed before the current backup starts and
causes the PFC-inspired prefetching to be inefficient, which will
be discussed in Section I'V-D.

Algorithm 1 provides a more detailed description of the
metadata and potential base chunk prefetching process of our
design. We assume that the rewriting scheme is Capping [11],
so a fragmented chunk is identified as a PFC if it is also a
fragmented chunk in the last backup. Note that prefetching base
chunks by piggybacking on the read operations for metadata
eliminates extra I/Os for reading base chunks, but introduces
extra transfer time for prefetching chunks. However, backup
throughput would not be decreased because delta compression
reduces disk I/Os for writing data.

Base Chunk Cache. Prefetched potential base chunks and
their super-features are inserted into the base chunk cache.
When eviction occurs, chunks and super-features from a con-
tainer are evicted from the cache based on a Least Recently
Used (LRU) policy. After deduplication, PFC-delta calculates

super-features for chunks unremoved by deduplication and
matching similar chunks from the base chunk cache. Matched
similar chunks are then directly fetched from the base chunk
cache to serve as base chunks for delta encoding.

C. Hash-Less Delta Encoding

Existing delta encoding tools have to calculate and index fin-
gerprints to find alignments between similar chunks. However,
for most of similar chunks surrounding identical PFCs, their
duplicate strings appear exactly in the same positions without
any shift, as detailed in Section III-B. Based on this obser-
vation, we propose a hash-less delta encoding approach for
similar chunks surrounding identical PFCs without requiring
time-consuming hashing and indexing operations. The hash-
less delta encoding approach uses a byte-wise comparison at the
beginning of the input and base chunks to detect the duplicate
strings until the comparison fails. In practice, we accelerate the
byte-wise comparing process by performing one 64-bit XOR
operation for each pair of 8-byte strings at a time. When an
XOR operation fails, a byte-wise comparison is used to obtain
the longest match. The process to detect the longest un-matched
strings is similar to that of the longest matched strings as de-
tailed above.

It is obvious that the hash-less delta encoding approach is
inefficient when the duplicate contents of the similar chunks
are shifted, i.e., appear in different positions. Thus, we need
to check whether the duplicate contents shared by two similar
chunks are shifted before applying delta compression. Con-
tents shifting often stems from the insertion or deletion opera-
tions. Since chunk boundaries are declared by content-defined
chunking, e.g., Rabin-based content-defined chunking scheme,
insertion and deletion operations often change chunk length.
If the chunk lengths of two similar chunks are different, some
duplicate contents between them have been shifted.

Even if the lengths of two similar chunks are the same, the
contents may still have been shifted. To further check this, we
sample several portions at the end of two chunks to see whether
the contents of these portions in the two chunks are the same.
The contents of a sampled portion of two similar chunks without
contents shifting may still be different because the portion may
be sampled from a metadata block. Thus, if the contents of one
of the sampled portions of two similar chunks are common,
duplicate strings in two chunks are considered appearing ex-
actly in the same positions. We thus use the proposed hash-less
delta encoding approach for delta encoding. Otherwise, we use
Edelta [34].

D. Memory Footprints and Garbage Collection

Memory Footprints. PFC-delta introduces five data struc-
tures to support PFC-inspired base chunks prefetching and
delta compression, namely, FC-CID;,s;, PFC-CID4s;, FC-
CIDcperging> PFC-CID¢perging, and a base chunk cache. The
first four data structures record ids of containers with low reuse
ratios and containers holding PFCs. The memory space con-
sumed by them is negligible, for two reasons. First, the number
of containers with low reuse ratios and the number of containers
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holding PFCs are limited. Second, a container id only takes
8 bytes.

Memory consumed by the base chunk cache will be evaluated
and analyzed in Section V.B.3. Note that PFC-delta is designed
to delta-compress similar chunk pairs surrounding the same
PFCs. For datasets without PFCs, the base chunk cache would
be empty and not require extra memory space.

Garbage Collection. Usually, each backup file would be
specified a retention period. When its retention period ex-
pires, a backup file is deleted. Garbage Collection (GC) then
sweeps (removes) invalid (unreferenced) chunks from the
system by migrating valid chunks into new containers [4], [7],
[12], [38], [39].

GC may cause the PFC-inspired prefetching to be inefficient
because the containers holding fragmented chunks and PFCs
declared in the last backup might have been reclaimed during
GC. To solve the problem, we update the files that record the ids
of containers holding fragmented chunks and PFCs generated
by the last backup for all users after each GC. It should be
noted that each backup stream has only two files to be updated.
Compared with GC which involves a large number of I/Os, extra
overheads for updating the files are negligible.

V. PERFORMANCE EVALUATION

A. Evaluation Setup

Experimental Platform. We build a PFC-delta prototype by
extending an open-source deduplication system called Destor
[40]. The prototype runs on a server machine with an Intel
Xeon W-2155 CPU at 3.3 GHz and 64-GB RAM. Destor is a
deduplication engine that only performs chunk-level deduplica-
tion, we modify its deduplication stage to enable PFC-inspired
prefetching and add two extra processes after the deduplica-
tion process, i.e., similarity detection and delta compression, to
support delta compression for similar chunk pairs surrounding
identical PFCs.

System Configurations. All tested systems in this section
are configured with the FastCDC [41] chunking scheme of
which the minimum, average, and maximum chunk lengths are
2KB, 8KB, and 64KB respectively for chunking and shal [42]
for fingerprinting. Three state-of-the-art rewriting schemes, i.e.,
CBR, Capping, and HAR, are used to identify fragmented
chunks in our evaluations. The three rewriting schemes are
configured with the default settings in their publications. We
adopt Odess [31] to detect similar chunks, which is configured
to compute 3 super-features for each chunk. The container size
is set to 4 MB. During data restoration, the cache is configured
as a 256-container-sized LRU cache, the same as [6].

Evaluated Datasets. Four real-world datasets containing
substantial small files are used to evaluate the efficacy of PFC-
delta. Each version of these datasets was packaged as a tar file.
Characteristics of the four datasets are detailed in Table I.

Performance Metrics. Three key metrics are used to mea-
sure the performance of our scheme. Compression Ratio, de-
fined as the size of the data stream before data reduction
divided by the size of the data stream after data reduction,
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TABLE I
WORKLOAD CHARACTERISTICS OF THE FOUR DATASETS USED IN
THE PERFORMANCE EVALUATION

[ Name | Size [ Workload descriptions
LNX 180 GB 300 versions of linux kernel [43] source
code.
WEB 330 GB 1_20 days’ snapshots of the website:news.
sina.com [44].
CHR 284 GB IOQ versions of source codes of chromium
project.
72 versions of software engineers home
HOME 1817 GB directories including source code, office
documents, etc.
9.0 [ Jw/ rewrite limit [l w/o rewrite limit

o

E 7.5

c 6.0

o

‘45

3

2_3.0

5 1.5

© 0.0 CBR HAR CBR HAR CBR HAR CBR HAR

LNX WEB CHR HOME
Fig. 6. Compression ratios of the deduplication-based backup system with

PFC-delta with different rewriting schemes with and without rewrite limit
(5%) for the four datasets.

is used to measure the total data reduction from the com-
bination of data deduplication and delta compression. Note
that for systems only adopting chunk-level deduplication in
our evaluations for comparison, the compression ratio only
reflects the data reduction from data deduplication, exclud-
ing delta compression. Speed Factor [11], defined as 1 di-

vide by mean read-in containers per MB of restored data,
ie., the size of dm%a stv'eam V'estored (MB) , reflects the re-

number of read—in containers during restore |
store performance. A higher speed factor indicates higher re-

store speed. In our evaluations, each speed factor presented
is the average of the last 20 backups, which is the same as
[11] and [45].

Backup Throughput is measured by the throughput with
which the input backup stream is deduplicated and delta-
compressed. The backup throughput presented in our evalua-
tions is the average of the last 10 backups. For each experiment,
we record the average results of five runs.

B. A Performance Study of PFC-Delta

In this section, we study the sensitivity of PFC-delta to
rewrite limit, delta encoding approaches, and base chunk
cache size.

1) Rewrite Limit: Rewriting schemes often have a rewrite
limit (e.g., 5% of chunks), designed to avoid too many dupli-
cates being rewritten [10], [45]. However, a smaller rewrite limit
may lead to fewer identified PFCs which impact the efficiency
of PFC-delta. This subsection evaluates the sensitivity of PFC-
delta to rewrite limit. Dictated by its design principle, Capping
does not require an extra rewrite limit. Thus, only CBR and
HAR are evaluated in this subsection.

Figs. 6 and 7 suggest that rewriting schemes with a 5%
rewrite limit achieve 3.8%-16.5% higher compression ratio
and 6.4%-28.5% lower speed factors than that without the
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Fig. 7. Speed factors of the deduplication-based backup system with PFC-
delta with different rewriting schemes with and without rewrite limit (5%) for
the four datasets.
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Fig. 8.  Throughput of two delta encoding strategies for different rewriting

schemes on the LNX and CHR datasets.

rewrite limit. In general, compression gains achieved by extra
delta compression from removing the rewrite limit are less than
that achieved by setting a rewrite limit which avoids excessive
rewrites. Since the decrease in compression ratio due to remov-
ing the rewrite limit is often smaller than the improvement on
the restore performance, in the remainder of the evaluation, we
remove the rewrite limit for CBR and HAR.

2) Hash-Less Delta Encoding: Recall that PFC-delta adopts
a delta encoding strategy called Hash-less + Edelta which
combines hash-less delta encoding and Edelta. In this strategy,
hash-less delta encoding is used for delta-encoding the similar
chunk pairs whose duplicate strings appear exactly in the same
positions without any shift, and Edelta is for the rest of similar
chunk pairs. In this subsection, we test two versions of PFC-
delta, with one adopting Hash-less + Edelta for delta encoding
and the other using Edelta only. Fig. 8 compares the throughput
of the two delta encoding strategies with different rewriting
schemes on the LNX and CHR datasets. The results presented
in Fig. 8 suggest that Hash-less + Edelta achieves much higher
throughput than Edelta, by about 3x. This is because most
similar chunk pairs are processed by hash-less delta encoding
which is extremely fast and comparable to the main mem-
ory bandwidth.

We also evaluated the compression ratios of the two versions
of PFC-delta and found that the system with Hash-less + Edelta

achieves 0.19%-2.3% higher compression ratio than the one
with Edelta (not shown because the improvements are limited).
This is because of the fine-grained redundancy in the metadata
blocks stemming from unmodified metadata. Edelta fails to
detect some of such redundancy as it finds alignments between
the two similar chunks by indexing coarse-grained sub-chunks,
which hash-less delta encoding can successfully detect.

3) Base Chunk Cache Size: There can be multiple contain-
ers holding the same PFCs in the system because PFCs can be
repeatedly rewritten. If multiple such containers are accessed
during deduplication and prefetched into the base chunk cache,
the total number of potential base chunks in the base chunk
cache would be decreased because the similar candidates in the
containers holding the same PFCs overlap. Thus, a larger base
chunk cache may lead to more detected base chunks and more
delta compression.

Fig. 9 depicts the compression ratios of PFC-delta with three
rewriting schemes (i.e., CBR, Capping, and HAR) as the base
chunk cache sizes varies for the four datasets. As shown in the
figure, the compression ratios grow with the base chunk cache
size and approach the maximum when the base chunk cache
size is 16-container, i.e., 64 MB. Since 64 MB is affordable for
a backup server, in the remainder of the evaluation, the base
chunk cache size is set to 16-container.

4) Recording Fingerprints vs. Recording Container Ids: As
described in Section IV.B.1, there are two methods to identify
PFCs: recording fingerprints of fragmented chunks identified in
each backup or recording ids of containers with low reuse ratios
in each backup. This subsection discusses the memory footprint
required by these two methods.

Typically, a fingerprint occupies 20 bytes, and a container id
occupies 8 bytes. Table II indicates that recording fingerprints
requires a memory footprint of up to 0.017% of the backup data
size. When the backup data size is large, 0.017% can still be a
significant value. Moreover, this is only the memory footprint
required for processing a single backup data stream. In reality,
the system may simultaneously handle hundreds of backup data
streams. Overall, recording fingerprints requires a significant
amount of memory.

On the other hand, if we record ids of the containers with low
reuse ratios for identifying PFCs, the required memory footprint
is only 0.00012% to 0.00017% of the backup data size, which is
1/113 to 1/70 of the memory required for recording fingerprints.
Clearly, recording ids of containers with low reuse ratios can
greatly reduce memory usage.

C. Comprehensive Evaluation of PFC-Delta

In this subsection, we comprehensively evaluate the per-
formance of our scheme in terms of three key metrics: com-
pression ratio, restore performance, and backup throughput.
Since our scheme builds upon the typical deduplication strategy
of organizing unique chunks into containers and prefetching
containers’ metadata during deduplication, a backup system
adopting this deduplication strategy is implemented and used
as the baseline for evaluating PFC-delta. To understand the
impact of GC on PFC-delta’s performance, we first evaluate
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Fig. 9.
for the four datasets.

TABLE II
COMPARISON OF MEMORY FOOTPRINT AS A PERCENTAGE OF
BACKUP DATA SIZE FOR TWO METHODS: RECORDING
FINGERPRINTS AND RECORDING CONTAINER IDS USING THE CBR
AND HAR REWRITING SCHEMES ON THE LNX AND CHR
DATASETS. THE PRESENTED PERCENTAGES REPRESENT THE
AVERAGE OF THE LAST 20 BACKUPS. CON-ID REPRESENTS
CONTAINER ID

Dataset - - CBR - - . HAR .
Fingerprint | Con-id Fingerprint | Con-id

LNX 0.012% 0.00017% | 0.017% 0.00015%

CHR 0.011% 0.00014% | 0.0095% 0.00012%

its performance without GC, then rerun the test with GC. In
the test with GC, we retain only the latest 20 backups at
any moment.

Compression Ratio. Fig. 10 on compression ratio indi-
cates that, by performing delta compression for similar chunk
pairs surrounding identical PFCs, our scheme achieves an
additional 1.3x-2.5x compression beyond chunk-level dedu-
plication. PFC-delta in the figure represents the deduplication-
based backup system using PFC-delta for delta-compressing
similar chunk pairs surrounding identical PFCs. In addition,
GC slightly decreases compression ratio of PFC-delta by 0.1%—
0.9%. This is because we update the file recording the ids of
containers holding PFCs declared in the last backup after GC.
GC decreases compression ratio because it lowers reuse ratios
of containers referenced by the subsequent backups which leads
to more rewritten chunks and thus lower compression ratios.
The decreased compression ratio due to GC is marginal because
we perform delta compression for rewritten chunks and most of
rewritten chunks are delta-compressed.

Speed Factor. Fig. 11 on speed factor suggests that our
scheme improves the speed factor of Baseline by 1.2x-2.06x.
As stated in Section II-A, the speed factor is mainly decided
by the number of read-in containers during data restoration
and fewer read-in containers means a higher speed factor.
PFC-delta improves the speed factor of Baseline for two rea-
sons. First, base chunks prefetched by PFC-inspired prefetch-
ing do not require extra disk I/Os during restore because
they are stored along with duplicate chunks which will trig-
ger the prefetching operations in the first place during re-
store. Second, delta compression decreases the number of
stored containers during backup as well as that of read-in
containers during restore. Finally, GC has limited impact on
speed factor.

(c) CHR. (d) HOME.

Compression ratios of the deduplication-based backup system with PFC-delta and different rewriting schemes as base container cache size varies

Backup Throughput. In order to confirm the significant
impact of additional I/Os introduced by delta compression
for reading back base chunks from storage on the backup
throughput, we implement a backup system, called Greedy, that
performs delta compression on top of deduplication for all non-
duplicate chunks whose base chunks exist. Moreover, to char-
acterize the benefits of our proposed hash-less delta encoding
approach, we also implement a version of PFC-delta that adopts
Edelta [34] as the delta encoding tool, called PFC-Edelta, for
backup throughput comparison. Although PFC-delta introduces
extra overheads, it can accelerate the backup throughput be-
cause it decreases the I/0 overheads for writing data to the disk.

Fig. 12 on backup throughput suggests that, on the LNX,
CHR, and HOME datasets, PFC-delta accelerates the backup
throughput of Baseline by 1.09x—1.43 x. This is because, when
the system processes these three datasets, writing data to the
disk is the performance bottleneck and our scheme alleviates
this bottleneck. On the WEB dataset, our scheme slightly de-
creases the backup throughput by 4.2%-5.1%. This is because
the positive impact on backup throughput due to decreasing
I/0 overheads for writing data to the disk and the negative
impact on that due to extra computational overheads required
for similarity detection and delta encoding tend to cancel
each other.

Fig. 12 also suggests that PFC-delta achieves 5.1%—-10.6%
higher backup throughput than PFC-Edelta. This is because
the hash-less delta encoding requires much less computational
overheads than Edelta. Even though the hash-less delta encod-
ing is extremely fast, the improvements on backup throughput
on some datasets (e.g., the WEB dataset) are insignificant be-
cause the performance bottleneck of the data reduction work-
flow has been shifted to other stages. In addition, Greedy
achieves much lower throughput than the other three systems,
which is consistent with the conclusions in [15], [16]. Finally,
GC slightly decreases the backup throughput because GC may
cause potential similar chunks in a container to be stored in two
containers and thus leads to more containers being prefetched
to supply potential base chunks.

In summary, by performing delta compression for chunks
with identical data blocks but different metadata blocks
surrounding identical PFCs without requiring extra I/Os,
PFC-delta improves the compression ratio of the typical
deduplication-based backup system by a factor of 1.3x-2.5x,
accelerates the restore speed by 1.2x-2.06x, and increases the
backup throughput on all but one datasets.
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VI. CONCLUSION

Deduplication is often used in backup systems to improve
storage space efficiency. Real-world backup products often
group files to be protected into larger units (called packed files)
before copying them to backup systems. Each file in the packed
file will be inserted some metadata before its contents. Since
some metadata such as modification time change every time
files are packed, introducing substantial unique chunks with
unchanged files’ contents and changed metadata. Applying
delta compression for those similar chunks can further improve
storage space efficiency, but at the cost of decreased backup
throughput resulting from extra I/Os for fetching base chunks.
We observe that the corresponding chunk pairs surrounding
identical PFCs are non-identical due to changed metadata
but similar to each other. In this article, we propose a high-
performance delta compression scheme called PFC-delta to re-
move redundant data among the aforementioned similar chunks.

For some deduplication-based backup systems, such as
DDFS, containers would be accessed for prefetching metadata
during deduplication. PFC-delta builds upon this deduplication
strategy. It identifies and prefetches chunks stored along with
PFCs to serve as base chunks by piggybacking on the 1/Os
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Backup throughput of Baseline, PFC-Edelta, PFC-delta without and with GC, and Greedy, with different rewriting schemes for the four datasets.

during deduplication. This strategy avoids I/Os for fetching
base chunks. On the other hand, to reduce computational over-
heads for delta encoding, we propose a hash-less delta encoding
approach for similar chunk pairs surrounding identical PFCs
whose duplicate strings appear exactly in the same positions.
The new delta encoding approach is extremely fast because it
is devoid of time-consuming fingerprinting and indexing oper-
ations. Evaluation results with four real-world datasets demon-
strate the effectiveness of our scheme in terms of compression
ratio and restore performance and superior write throughput
over the typical deduplication-based backup system.
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