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ABSTRACT
While video recommendation has been studied extensively
in regular PC and smartphone settings, such a topic has been
rarely discussed in the virtual reality (VR) context so far.
On the other hand, as the popularity of VR videos contin-
ues to soar, its recommendation will play a crucial part in
providing suggestions and guiding users through a deluge
of available content. Given this unmet need, in this work,
we present Bere, a video recommender system tailored for
VR. Our approach leverages viewers’ behavioral responses
as they engage with VR videos to infer their preferences
and thus make future recommendations. We integrate these
new behavioral user-video interaction measures into the
mainstream recommendation framework and renovate the
graph learning-based paradigm to accommodate the new
changes. The recommender system is further empowered
with a novel domain adaptation approach named CMCCDA
to address the data scarcity problem for model training. We
also develop an energy-efficient adaptive encoding scheme
to reduce the energy consumption on the VR device. We
collect a behavioral dataset for video recommendation in
VR and demonstrate through extensive evaluation that Bere
significantly outperforms state-of-the-art schemes by up to
68.0% in precision and up to 28.8% in ranking quality.

CCS CONCEPTS
• Human-centered computing→ Ubiquitous and mo-
bile computing systems and tools; •Computingmethod-
ologies→Modeling methodologies.

*This work was completed when the author was a Ph.D. student at The
University of Texas at Arlington.
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1 INTRODUCTION
1.1 Background
In recent years, the integration of virtual reality (VR) technol-
ogy has revolutionized individuals’ encounters with digital
content, casting a notable impact on video consumption.
Watching videos in VR offers an immersive and 3-degrees-
of-freedom interactive experience, allowing users to enter a
three-dimensional virtual environment. As advancements in
VR technology have made such experiences more accessible,
a substantial growth in video consumption in VR can be
expected in the near future.
As one of the core tasks in video services, video recom-

mendation plays an essential role in providing accurate sug-
gestions for watchers, enabling them to navigate through the
overwhelming content and efficiently discover videos that
truly capture their interest. With the continuously rising
popularity of VR videos, the need for effective video rec-
ommendations in this context becomes increasingly crucial.
However, to our knowledge, there is no video recommender
system specially tailored for VR users. Currently, video rec-
ommendation schemes in VR are directly borrowed from
existing frameworks adopted by traditional platforms such
as YouTube; these frameworks are used for conventional
computing terminals such as PCs and smartphones. In com-
parison, recommending videos in VR presents the following
uniqueness and potential opportunities. First, unlike tradi-
tional 2D videos, VR videos bring to its viewers’ unique
perceptive feelings, such as cybersickness, immersiveness,
and presence [19, 30, 31, 54, 64]. These unique attributes po-
tentially introduce a new set of factors influencing viewer
preferences in VR settings. Second, many VR headsets nowa-
days are equipped with a variety of onboard sensors, from
IMU to eye trackers. They can capture novel types of user-
video interactions, providing valuable insights that can be
utilized to enhance video recommendation in VR contexts.

Recently, human behavioral signals has emerged as a new
sensing modality to measure user preference during video
watching [3, 8, 9, 13, 23, 29, 34, 38, 50, 60]. For example,
Christoforou et al. [8] employed eye-tracking data to quan-
tify the impact of narrative-based video stimuli to the pref-
erences of large audiences. Lee et al. [34] studied the link
between users’ head movement data and their preference on
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VR videos. This evidence motivates us to leverage users’ be-
havioral responses when engaging with videos to infer their
preferences and exploit such information to make future
video recommendations. As an initial effort in this research
topic, we start by examining two commonly accessible behav-
ioral measures from VR headsets: eye gaze and head move-
ment. Through an extensive measurement study, we validate
that these two measures can serve as effective indicators of
whether a user enjoys watching a video. Encouraged by this
promising finding, we propose incorporating them existing
frameworks to enhance recommendation performance.

1.2 Challenges
Despite the appeal of this concept, its implementation poses
the following non-trivial challenges.
C1: Coping with new user-video interaction metrics.

First, with new kinds of user-video interaction metrics, a
new data structure and a novel learning model are needed
to effectively extract prominent features from the complex
raw readings for video recommendation.
C2: Lack of training datasets. Second, to train the recom-

mender model properly, it is essential to acquire a sizable and
diverse labeled behavioral dataset. This typically involves
data from thousands of users and videos, encompassing up
to a million interactions. As an initial effort to utilize be-
havioral signals to refine video recommendations, we face
the challenge of a lack of existing annotated datasets. Conse-
quently, assembling a comprehensive dataset of a meaningful
magnitude and scope presents a significant hurdle.
C3: Energy consumption overhead. Lastly, continu-

ously uploading the new user-video interaction metrics to a
server where the recommendation is performed is energy-
consuming andmay quickly deplete the battery of standalone
VR headsets. Hence, how to achieve energy efficiency for VR
terminals is another critical aspect to consider in Bere.

1.3 Our Solution: Bere
In this paper, we propose Bere, a novel video recommender
system for VR enhanced by behavioral signals. It aims to
exploit the correlation between behavioral measures and
user-video preferences to enhance VR video recommenda-
tion. During a video session, the user’s behavioral responses
are collected by the VR device’s built-in sensors and uploaded
to the server to infer the user preference. A recommender
system on the server takes these signals in all user-video in-
teractions as the input, extracts their intrinsic and collabora-
tive information, and makes recommendations accordingly.
To tackle the challenges (C1-C3), we make the following

technical contributions. To address C1, we propose to formu-
late users, videos, and their interactions as a graph, where

behavioral signals are modeled as node and edge embed-
dings. Graph convolutional network (GCN) is applied over
the graph for feature extraction. To accommodate the new
property of the constructed graph, we renovate the conven-
tional message passing function in the convolutional layers
of the GCN, improving its capability to learn from behavioral
signals and extract collaborative information.
To solve C2, we adopt the concept of domain adaptation,

which takes the traditional user-video interaction data as the
source domain, the behavioral signals as the target domain,
and adapts themodel pre-trained on the source domain to the
target domain via fine-tuning. Compared with training from
scratch, only a small amount of data from the target domain
is required. Considering the non-negligible gap between the
two domains in our case, we propose a novel cross-modality
cross-context domain adaptation (CMCCDA) scheme to fill the
gap by introducing an extra “bridge domain”. The adaption
is then performed in two incremental steps.
Finally, we address C3 by developing an energy-efficient

adaptive encoding scheme. It adaptively encodes behavioral
signals in accordance with their entropy to massively reduce
data size and thus the energy overhead for data transmission.

We highlight our contributions of the paper as follows:

• We introduce Bere, a behavioral-signal-enhanced video
recommender system for VR. To our knowledge, this
is the first video recommender system tailored for VR
utilizing behavioral signals.
• We integrate behavioral signals into the mainstream
recommendation framework and renovate the GCN
learning paradigm to accommodate the new property
of the user-video interaction graph. A novel domain
adaptation approach is developed to address the data
scarcity problem. Additionally, an energy-efficient adap-
tive encoding scheme is proposed to reduce the energy
consumption of VR devices.
• We collect a behavioral dataset for video recommen-
dation in VR. It involves a total of 3,000 video sessions
within 60 participants and 400 videos. This dataset will
be open-sourced to the research community.
• We demonstrate through extensive evaluation that
Bere outperforms state-of-the-art schemes for video
recommendation in VR by up to 68.0% in recommenda-
tion precision and up to 28.8% in the ranking quality.

2 RELATEDWORK
Taxonomy of recommender systems. Over the past few
decades, recommender systems have become a crucial tech-
nique in diverse domains, including e-commerce, social me-
dia, and content streaming [10, 40, 44, 46, 59, 61]. These
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systems are designed to predict and suggest items poten-
tially liked by target users based on their historical prefer-
ences and behaviors. Based on how information is filtered
for recommendations, these systems can be classified into
three categories, namely content-based filtering [4, 39, 41],
collaborative filtering [24, 33, 43, 45], and hybrid filtering
[1, 5, 7, 51]. Among the above categories, collaborative filter-
ing can capture complex and subtle patterns in user behavior
and excels in its large-scale performance without requir-
ing domain knowledge a priori [27]. As a sub-category of
this direction, graph-based collaboration filtering techniques
first structure user-item interactions as graphs, then employ
graph learning models to extract collaborative information,
which is further utilized to predict the preference of a target
user on various items and make recommendations accord-
ingly [15, 21, 56, 57, 59]. A representative state-of-the-art is
PinSage [59], a recommendation framework for Pinterest uti-
lizing GCN for personalized recommendations. Prior works
[15, 49, 56, 57] also fall into this category. Bere also adopts
the graph-based collaborative filtering framework.
Video recommendation. Video recommendation is an

important application of recommender systems. Related tech-
niques have been widely employed by various video stream-
ing platforms such as YouTube and TikTok [11, 16, 53]. Com-
pared with the other tasks, video recommendation is unique
due to its rich content and temporal dynamics [16, 21]. Ex-
tensive existing efforts have been devoted to tackling these
characteristics [21, 26, 28, 37]. For example, Huang et al.
[26] utilized video types and temporal factors to identify
similar videos for recommendation. Jiang et al. [28] created
fine-grained user interest groups based on users’ interaction
sequences and made recommendations based on the prefer-
ences of others from the same group. Recently, Han et al. [21]
developed MTHGNN, a micro-video recommender system
that considers the temporal and dynamic changes in users’
preferences. None of the above works utilizes behavioral
signals to understand user preference for recommendations.

Human-induced data and recommender systems.The
idea of involving human-induced data in recommendation
systems research has been explored in prior works. Over the
past decade, researchers have attempted to link user prefer-
ence/ratings with behavioral and physiological data, such
as gaze [8, 23], head [34], brainwave [13, 38, 60], heart rate
[50], and multi-modality data [3, 9]. However, these works
focus on quantifying correlations between these measures
and user preference and content rating, rather than forecast-
ing user preferences over unseen videos from user-video
interaction histories. Based on this, other researchers further
explored the idea of involving human-induced measures in
recommender systems [6, 12, 14, 36, 48, 58, 62], which only
end up with predicting individual user preferences [6, 12, 14],
inferring video genres [36], quantifying viewers’ attention
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Figure 1: Signal patterns of likes vs dislikes.

(a) Gaze (b) Head movement

Figure 2: Normalized distribution of 2D features of gaze
and head movement.

[58], and predicting/clustering gazes [48, 62]. These efforts
result in closed small-scale recommendation schemes that
do not see practicality in the real-world settings. How to
utilize such data to generate recommendation results has
rarely been investigated in a systematic way. Training a com-
prehensive recommender systems generally requires a very
large dataset in a range of thousands of users and millions of
interactions. Acquiring such a dataset with human-induced
data in lab settings is prohibitively infeasible. This lack of
public dataset serves as the bottleneck of developing a com-
prehensive human-data-based recommender system. More
importantly, none of the above systems is designed for VR
settings, which present significant difference from traditional
platforms and require delicate novel designs. In this work,
we make an initial effort to bridge this gap.

3 MEASUREMENT STUDY
Measurement setup. To validate that the correlation under
the VR setting, we carry out an IRB-approved measurement
study at a university lab. 10 subjects are recruited. Each is
asked to watch a set of 20 videos wearing an HTC Vive Focus
3 VR device. After watching each video, subjects indicate
whether they like or dislike it. During the entire process, their
behavioral signals are recorded by the onboard sensors and
locally stored on the VR device. The analysis is performed
over the collected dataset from 200 video-watching traces.
We focus on two kinds of behavioral signals: gaze and head
movement, which are captured by the onboard eye tracker
and inertial measurement unit (IMU), respectively.
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Results. Figure 1 illustrates exemplary gaze (x-axis) and
head movement (yaw) signal patterns of three users, the first
two (U1, U2) liking the video whereas the third user (U3)
dislikes it. We observe that U1 and U2, who have the same
preference (like) to the video, display similar signal patterns
to each other, while there are distinctive patterns between
users with different preferences (like vs. dislike). To further
illustrate this, we visualize two-dimensional latent features
extracted from the behavioral signals in Figure 2, by applying
an autoencoder to the raw readings and casting the derived
multi-dimensional embedding vectors onto two dimensions
for visualization. Note that the original multi-dimensional
features exhibit even greater distinctiveness across different
classes compared to these reduced two-dimensional features.
Nevertheless, the features marked with likes and those with
dislikes are still distributed in two distinctive clusters. Take
gaze as an example: The mean values of its two-dimensional
features are [0.63, 0.57] and [0.35, 0.34] (in [x, y]) for like
and dislike, respectively. Their standard deviations are [0.18,
0.12] and [0.16, 0.22], respectively. Note that the original
multi-dimensional features exhibit even greater distinctive-
ness across different classes compared to the reduced two-
dimensional features shown in Figure 2.
We further extract two calibrated features, namely head

yaw speed and fixation density. Head yaw speed, drawn from
the IMU readings, denotes the average speed of a subject’s
head movement on the yaw axis. As shown in Figure 3a and
3b, values of this feature are more evenly distributed when
subjects like the video, whereas those are more concentrated
on the lower end otherwise. Fixation density is the average
number of gazes in a unit area for all fixations. We observe
from Figure 3c and 3d that fixation density approximately
ranges between 12 and 24 gazes per unit area when the user
likes the video; this value is more scattered otherwise.
The results are promising: Gaze and head movement ex-

hibit patterns highly correlated with user interest in video
content. They serve as evidence that such behavioral signals
can be used as effective indicators of user preference, which
will be exploited for video recommendation in this work.

4 SYSTEM OVERVIEW
In this work, we propose Bere, a novel video recommender
system for VR by exploring viewers’ behavioral signals. Bere
harnesses the intrinsic correlation between viewers’ prefer-
ences and behavioral signals to enhance video recommenda-
tion. Figure 4 depicts the overall system architecture, which
consists of four major components: adaptive encoding, graph
construction, GCN-based recommendation, and CMCCDA.
As a user watches a video, her behavioral signals, i.e., gaze
and head movement, are recorded and encoded by the VR
device. The encoded embeddings are uploaded to the cloud
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Figure 3: Exemplary features distributions extracted
from gaze and head rotation measures.

server, where the user-video interactions are constructed
into graphs (§5.1). Then, a GCN model is employed to learn
representations from the graph, based on which the top-𝐾
videos are derived and recommended to the target user (§5.2).
To train the model with the limited annotated behavioral
measures, we propose a novel domain adaption strategy CM-
CCDA to deal with the non-negligible inter-domain distances
(§6). An adaptive encoding algorithm is also developed to
compress the raw behavioral signals and reduce energy over-
head for data communications at VR terminals (§7).

5 GRAPH-BASED RECOMMENDATION
Our task is to recommend a list of videos from a given video
pool to a target user. The list consists of videos the user has
not encountered and will likely align with her preference.
Motivated by key observations from the measurement study,
we propose to introduce behavioral signals (i.e., gaze and
head movement) as a new kind of user-video interaction
metric to facilitate VR video recommendations. In the fol-
lowing, we first model user-video interactions into graphs.
Then, we employ GCN as a graph learning tool, upon which
a recommender system is built.

5.1 Graph Construction
We construct the entire dataset of all users, videos, and their
interactions as a graph G = {U,V, C}, where the set of
users are represented as graph nodes U, the set of videos
as nodes V , and their connections as graph edges C. An
edge 𝑐𝑖 𝑗 ∈ C connects a user node 𝑢𝑖 ∈ U and a video node
𝑣 𝑗 ∈ V; 𝑐𝑖 𝑗 = 1 if 𝑢𝑖 has watched 𝑣 𝑗 , and 𝑐𝑖 𝑗 = 0 otherwise.
We define the attribute of each edge as the embedding. To de-
rive the embedding, an encoder is applied to the time-series
behavioral signals recorded during the video-watching ses-
sion; the encoder’s design is detailed in §7. This embedding is
a vector of features extracted to describe the user preference
from the video watching session. Our definitions of edge
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Figure 4: System architecture of Bere.

attributes are intuitive: Behavioral signals can reflect user-
video interactions, as demonstrated in §3. We further define
the node embedding 𝒏𝑖 by taking the average of embeddings
of all edges connected to that node: 𝒏𝑖 =

1
|N𝑖 |

∑
𝑗 𝒆𝑖 𝑗 , where

N𝑖 represents 𝑢𝑖 ’s neighbor set and 𝒆𝑖 𝑗 is the embedding of
the edge between𝑢𝑖 and its neighbor 𝑣 𝑗 . The node’s attribute
is defined in such a way as behavioral signals contain rich
information regarding both the user and her watched video.
For example, the signal may reveal the user preferences and
watching habits, which can be used to profile the user.

With the constructed user-video interaction graph, we fur-
ther derive a node attribute array, an edge attribute array, and
an adjacency matrix, which will be used in the graph learning
presented soon. A node attribute array 𝑿 ∈ R𝑁×𝐷 repre-
sents all node embeddings 𝑿 = {𝒏𝑖 |∀𝑖 ∈ [1, 𝑁 ]}. An edge
attribute array 𝑬 ∈ R𝑁×𝑁×𝐷 represents all edge embeddings
𝑬 = {𝒆𝑖 𝑗 |∀𝑖, 𝑗 ∈ [1, 𝑁 ]}. An adjacency matrix 𝑨 ∈ R𝑁×𝑁
represents the connectivity between two arbitrary nodes
𝑨 = {𝑐𝑖 𝑗 ∈ {0, 1}|∀𝑖, 𝑗 ∈ [1, 𝑁 ]}. In the above definitions, 𝑁
denotes the number of nodes in G and 𝐷 is the cardinality
of the embedding vector.

Discussions.Most existing video recommendation frame-
works only consider traditional user-video interactions, such
as video-watching duration or if a user likes that video. Due
to their simple data format (i.e., binary or real values), these
edge weights are conveniently formulated into the adja-
cency matrix to feed into the graph learning models. In
contrast, (embeddings of) behavioral measures here are high-
dimension vectors, which cannot be represented as simple-
value edge weights. Therefore, we incorporate them into
the graph as edge embeddings 𝑬 . These edge embeddings
provide richer information than simple-value edge weights
and thus offer more valuable insights into users’ preferences.
The main job of the rest of this work is to develop suitable
learning techniques to extract latent features from the new
graph with a sophisticated structure.
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Figure 5: GCN-based video recommendation workflow.

5.2 GCN-based Video Recommendation
5.2.1 Overview. Bere is built on a classic graph-based recom-
mendation framework, which consists of two stages: GCN
learning and recommendation. In the stage of GCN learning,
to mine the complex relationships among users and videos
from the constructed graph, we apply a GCN model, which
takes as input the graph, i.e., 𝑿 ,𝑨, 𝑬 as derived above, and
produces the output as node representations. The representa-
tions in different modalities are then projected into the same
space and fused. In the stage of recommendation, a subset
of candidate videos is first sampled from the entire video
pool. These are videos that the target user has not previ-
ously watched but may be interested in. Then, a preference
predictor takes the target user’s and each candidate video’s
node representations as an input pair and predicts the prefer-
ence score. Finally, top-𝐾 videos with the highest scores are
recommended to the user. Figure 5 illustrates this workflow.

To fit into our scenario, wemake several renovations to the
classic GCN-based recommendation framework, including
modifying the message passing mechanism and some key
calculations. Next, we will introduce each step of our GCN-
based recommender system in detail.

5.2.2 GCN Learning. The first step of GCN applies convolu-
tion over the graph. It consists of the message passing and
the aggregation steps – in these steps, the embeddings of
each node’s neighbors are propagated through connecting
edges and integrated with its own embedding. As there are
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two different modalities, i.e., gaze and head movement data,
we start by considering an arbitrary modality𝑚 ∈ M.

Message passing. As the first step of the convolution
operation, message passing propagates the information from
each node to all neighbors through their connecting edges

𝝁𝑚𝑗←𝑖 =
1√︃

|N𝑖 |
��N𝑗

�� (𝑾𝑚
1 𝒏𝑚𝑖 +𝑾𝑚

2

(
𝛽𝒆𝑚𝑖,𝑗 + 𝒏𝑚𝑖 ⊙ 𝒏𝑚𝑗

))
(1)

where 𝒏𝑚𝑖 represents node 𝑢𝑖 ’s embeddings of modality𝑚,
⊙ stands for the element-wise production,𝑾𝑚

1 and𝑾𝑚
2 are

learnable matrices, and 𝛽 is the weight. The conventional
function allows each node to collect information from its im-
mediate neighbors (the first term) [35, 57], thereby integrat-
ing local neighborhood information into its representation.

Discussions. For effective feature extraction, we renovate
the message-passing function to accommodate our unique
graph structure, where behavioral responses, serving as edge
embeddings, contain information from both end nodes (user
and video). To preserve such information in every convo-
lutional layer, we integrate them into our message passing
function as the second term. In this way, edge information
is passed into target nodes, which fits our scenario based
on the intuitive fact that user-video interactions contain
users’/videos’ characteristics. The added term gathers such
information and improves learning efficiency. In addition, we
introduce the third term above to encourage passing more in-
formation between similar neighbors. For example, if user 𝑢𝑖
has a similar embedding as video 𝑣 𝑗 , it indicates that the char-
acteristics of video 𝑣 𝑗 align well with 𝑢𝑖 ’s preferences. This
similarity can be leveraged to enhance 𝑣 𝑗 ’s feature represen-
tation by integrating more common information shared with
𝑢𝑖 . Note that the introduction of this term has been explored
in prior work [56], and we adapt a similar concept to improve
the classic approach and enhance our recommendation per-
formance. Nevertheless, our primary contribution lies in the
innovative integration of the second term, which intuitively
addresses our unique problem and significantly enhances
system efficiency. Overall, our proposed design substantially
changes the message-passing workflow in traditional GCN,
a design unexplored in prior works.
Aggregation. Upon receiving all neighbor information,

node 𝑣 𝑗 performs the following aggregation function on each
layer 𝑙 to derive the collaborative information

𝒏 (𝑙 )𝑚
𝑗

= 𝐿𝑒𝑎𝑘𝑦𝑅𝑒𝐿𝑈
©­«𝑾𝑚

3 𝒏 (𝑙−1)𝑚
𝑗

+
∑︁
𝑖∈N𝑗

𝝁 (𝑙 )𝑚
𝑗←𝑖

ª®¬ (2)

where 𝒏 (𝑙−1)𝑚
𝑗

denotes the target node embedding in the
previous convolutional layer. On the 𝑙th convolutional layer,
node 𝑣 𝑗 is updated by its information on the (𝑙 − 1)th layer

and the 𝑙th-layer neighbors’ embeddings, which reflect the
collaborative information.
Multi-modality attentional fusion. After several con-

volutional layers of message passing and aggregation, the
output embeddings of multiple modalities are fused to derive
the final embedding of each node. Considering the hetero-
geneous embedding space of each modality, we employ a
projection network that maps embeddings of both modalities
into the common space, before these projection outputs are
weighted by their modality-specific attention and fused

𝒏 𝑗 =
∑︁

𝑚∈M
𝛼𝑚𝐻

(
𝒏𝑚𝑗

)
where 𝛼𝑚 =

𝑒−𝑟
𝑚∑

𝑖∈M 𝑒−𝑟 𝑖
(3)

where 𝒏 𝑗 stands for the final node representation after fu-
sion, 𝐻 (·) represents the projection network that maps all
modalities to the same latent space, 𝛼𝑚 denotes the attention
for modality𝑚, and 𝑟𝑚 is the data compression ratio in𝑚.

5.2.3 Recommendation. After GCN learning, the final rep-
resentations at all nodes possess sufficient information for
video recommendations. A video sampler first samples a list
of candidate videos from the video pool for the target user
[21], from which a preference predictor estimates their pref-
erence scores, and recommends the candidate videos with
the highest preference scores to the user.

The preference predictor consists of a few fully connected
layers; given a target user 𝑢 and a candidate video 𝑣 , it takes
the final representations of 𝑢 and 𝑣 as an input pair and
produces the predicted preference score

𝑦𝑢𝑣 = 𝐹𝜃
©­«𝛾𝒏𝑖 ⊙ 𝒏 𝑗 +

1
|N𝑣 |

∑︁
𝒏𝑖 ∈N𝑣

𝒏𝑢 ⊙ 𝒏𝑖 +
1
|N𝑢 |

∑︁
𝒏 𝑗 ∈N𝑢

𝒏𝑣 ⊙ 𝒏 𝑗
ª®¬

(4)
where 𝐹𝜃 (·) is a multilayer perceptron (MLP) parametrized
by 𝜃 , and 𝛾 is a weighting hyperparameter. In this way, we
comprehensively formulate 𝑢’s potential preference towards
𝑣 by capturing 1) their direct similarity, 2) the similarity be-
tween 𝑢 and users who have watched 𝑣 , and 3) the similarity
between 𝑣 and videos watched by 𝑢, before feeding it to the
MLP that maps the input vector to the final preference score.
Discussions. Compared with the preference prediction

function in existing works, we propose to add the correlation
between the users’ and the videos’ embeddings as the first
term, leveraging the fact that they both fall into the same
feature space. In contrast, they commonly reside in heteroge-
neous embedding spaces in previous works. The additional
term directly encourages recommending videos to the target
user that share similar embeddings with each other.
Finally, videos in the candidate list are ranked based on

their predicted preference scores, and the top-𝐾 candidate
videos are recommended to the target user.



Bere: VR Video Recommender System Using Human Behavioral Signals ACM MobiCom ’24, November 18–22, 2024, Washington D.C., DC, USA

5.2.4 Loss Function. The remaining piece is to decide the
loss function for model training. To this end, we establish
upon the classic Bayesian Personalized Ranking (BPR) loss
[42], a commonly adopted loss function to train recommender
systems, and propose our recommendation loss as follows

L𝑅 = − |𝑦𝑢𝑣𝑝 − 𝑦𝑢𝑣𝑞 | log𝜎 ( |𝑦𝑢𝑣𝑝 − 𝑦𝑢𝑣𝑞 |) (5)

where 𝑦𝑢𝑣𝑝 and 𝑦𝑢𝑣𝑞 are the predicted preference scores be-
tween the target user 𝑢 and a random pair of two arbitrary
videos 𝑣𝑝 and 𝑣𝑞 , respectively, with 𝑦𝑢𝑣𝑝 and 𝑦𝑢𝑣𝑞 represent-
ing their ground-truth preference scores.

6 CROSS-MODALITY CROSS-CONTEXT
DOMAIN ADAPTATION

To build the GCN-based recommendation model, it is crucial
to gather a large labeled behavioral dataset of the necessary
diversity and volume for proper model training. However,
this is prohibitively infeasible as it involves thousands of
users/videos and up to a million interactions. As a reference,
MovieLens-1M, a widely used public dataset for training video
recommender systems, consists of 1million interactions from
over 6 thousand users and over 3 thousand videos [18].
To address this data scarcity issue, we propose to adopt

the concept of domain adaptation. It allows a deep learning
model trained in one source domain (i.e., traditional user-
video interaction data of 2D videos, denoted byD𝑆 ) to adapt
to a different but related target domain (i.e., viewers’ be-
havioral signals in watching VR videos, denoted by D𝑇 )
via fine-tuning. Typically, domain adaption needs a much
smaller amount of data than training the whole model in
the target domain from scratch. Nonetheless, the success-
ful employment of domain adaptation requires the distance
between the source and target domains to be within a cer-
tain threshold; otherwise, the performance will be degraded
significantly. In our case, such distance is non-negligible as
traditional user-video interaction (e.g., whether users fin-
ish watching videos, hit likes, etc.) and behavioral signals
are two distinctive modalities. Additionally, they are across
different contexts as D𝑆 is for videos displayed on regular
terminals, such as PCs and smartphones, whereas D𝑇 is for
VR videos. This brings significant discrepancy between the
two domains due to the unique characteristics of VR, such
as immersiveness and interactability, compared to regular
terminals, as well as different spectra of resolution (360p -
4k on regular terminals vs. 4K - 8K in VR. This discrepancy
prohibits the direct adoption of traditional domain adaptation
techniques.

Yet, despite the heterogeneous modalities and contexts of
user-video interactions from the two domains, they are both
effective indicators of user preferences and can both serve
the recommendation task. To reveal such hidden information,

Traditional, PC

CMCCDA

Behavioral, PC Behavioral, VR

Figure 6: The illustration of the CMCCDAprocess; each
point is a sample representation.

we harness them under a unified framework by projecting
them into the same latent space before adaptation. Next, we
will elaborate on our novel domain adaptation framework
for efficient model training.

Bridge domain. To address the above challenge, we pro-
pose a novel domain adaptation framework called cross-
modality cross-context domain adaptation (CMCCDA). The
idea is to introduce a bridge domain D𝐵 , which connects the
source and target domains. Rather than directly adapting the
original graph learning model (trained overD𝑆 ) to the target
domain (using D𝑇 ), we propose to fine-tune the model by
minimizing the representations’ distance between D𝑆 and
D𝐵 and subsequently their distance between D𝐵 and D𝑇 .
In doing so, the substantial distance between D𝑆 and D𝑇

is broken down into two manageable distances that can be
bridged in two incremental steps.

To perform CMCCDA, we create our own hybrid dataset:
Each subject watches some randomly selected videos in VR
headsets. During each video session, they freely hit the like
or the share button, pause, fast-forward, rewind, or skip the
current video play as they like. In the meantime, the VR head-
set records the subject’s behavioral signals throughout the
session. We call it a hybrid dataset because it involves both
the traditional user-video interactions and the behavioral
signals, which are aligned in each sample. The former shares
the same modality withD𝑆 , while the latter shares the same
context withD𝑇 . We denote this common information in the
hybrid dataset, i.e., traditional interactions in the VR context,
as D𝐵 , to facilitate bridging the two distinctive domains.

Cross-modality distance. We define the cross-modality
distance as the distance betweenD𝐵 andD𝑇 . It is computed
as the average distance between the representation of each
node in D𝐵 and that of the corresponding node (i.e., same
user/video) inD𝑇 . We call it “cross-modality” because nodes
in D𝐵 and those in D𝑇 are associated with two modalities,
the traditional interactions and behavioral signals, respec-
tively. The distance between two corresponding nodes is
denoted as Δ(𝒛𝐵𝒊 , 𝐻 ′ (𝒛𝑇𝒊 )), where 𝒛𝐵 and 𝒛𝑇 are the node
representations, Δ(·, ·) refers to any appropriate distance
function, e.g., Euclidean distance, and 𝐻 ′ (·) is a projection
function to cast representations across modalities. This al-
lows us to extract the common hidden information from the
two modalities of interactions related to user preferences.
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Cross-context distance.We define the cross-context dis-
tance as the distance between D𝑆 and D𝐵 . Like the cross-
modality distance, the cross-context distance involves the
distance between representations of nodes from D𝑆 and
those from D𝐵 . Additionally, it also considers the difference
in the graph structures of the two domains.
We first identify common nodes from D𝑆 and D𝐵 . They

are common videos in both the public dataset and the hybrid
dataset. For each common node 𝑣𝑖 , we identify its local graph
covering its neighbor nodes in ℎ hops and all edges involved,
whereℎ is an empirical value. Then, we calculate the distance
between the common nodes’ representations in two domains
and weight it with the similarity between their local graphs
Δ
(
𝒛𝑆𝒊 , 𝒛

𝐵
𝒊

)
· Γ𝑆,𝐵

𝑖
, where Γ𝑆,𝐵

𝑖
is the similarity between the

local graphs in D𝑆 and D𝐵 , respectively.
To derive Δ

(
𝒛𝑆𝒊 , 𝒛

𝐵
𝒊

)
· Γ𝑆,𝐵

𝑖
efficiently, we propose to ap-

proximate this similarity by comparing their graph repre-
sentations, which is defined as the weighted average of its
node representations. To further enhance efficiency, given a
common node 𝑣𝑜 , we propose to approximate the learnable
weight for each 𝑢𝑖 (𝑣𝑖 ) in its local graph using its centrality

𝜁𝑖 =
𝑑𝑜𝑑𝑖

𝑙𝑘
𝑜,𝑖

+𝜂∑𝑗∈N𝑖 , 𝑗≠𝑜

𝑑𝑖𝑑 𝑗

𝑙𝑘
𝑖,𝑗

where 𝑑 represents the node de-

gree and 𝜄 gives the length of the shortest path between two
different nodes; 𝜂 and 𝑘 are hyperparameters. This centrality
reflects how much the node contributes to the common node.
The graph similarity is thus computed as follows.

Γ𝑆,𝐵
𝑖

= 𝐶
©­­«
∑︁

𝑝∈G𝑆
𝑖,ℎ

𝜁𝑝𝒙𝑝 ,
∑︁

𝑞∈G𝐵
𝑖,ℎ

𝜁𝑞𝒙𝑞
ª®®¬ (6)

where 𝐶 (·, ·) is an arbitrary similarity function, e.g., cosine
similarity. G𝑆

𝑖,ℎ
and G𝐵

𝑖,ℎ
denote the local graphs of common

node 𝑣𝑖 in D𝑆 and D𝐵 , respectively. 𝒙𝑝 and 𝒙𝑞 are the node
embeddings before GCN. In doing so, we are able to eliminate
the distraction of contexts and emphasize on preference-
related features between two domains.
Bridging two domains. Finally, we formulate the loss

functions based on the two distances discussed above

L𝑀 =
1
|S|

∑︁
𝑝∈S

Δ
(
𝒛𝐵𝑝 , 𝐻

′
(
𝒛𝑇𝑝

))
(7)

L𝐶 =
1
|O|

∑︁
𝑖∈O

Δ
(
𝒛𝑆𝑖 , 𝒛

𝐵
𝑖

)
· Γ𝑆,𝐵

𝑖
(8)

where S is a set of randomly sampled nodes and O is the
set of all common nodes. We derive two losses, L𝑀 and
L𝐶 , based on the cross-modality and cross-context distances,
respectively. During CMCCDA, both losses are computed in-
crementally in each iteration and back-propagated to update
the model parameters through optimization. Minimizing the

former encourages extracting representations with a smaller
distance between D𝐵 and D𝑇 , adapting the model from the
bridge domain to the target domain. Similarly, minimizing
the latter rewards learning similar representations between
D𝑆 and D𝐵 , with an emphasis on common nodes that have
more similar local graphs. These losses jointly guide the
model to decrease the distance of representations in all do-
mains through fine-tuning, adapting it from D𝑆 to D𝑇 .

Given such, the final loss for fine-tuning is derived as

L = L𝑅 + 𝜅L𝑀 + 𝜆L𝐶 (9)

where 𝜅 and 𝜆 are tunable weights. Recall that L𝑅 stands for
our recommendation loss proposed in §5. L𝑀 and L𝐶 are
defined above in Equation 7 and 8, respectively.
We summarize the steps of CMCCDA as follows. First,

data from all three domains are sampled and fed into three
identical, weight-sharing GCN models, respectively. Then,
the outputs are utilized to compute the cross-modality dis-
tance between D𝐵 and D𝑇 , and the cross-domain distance
between D𝑆 and D𝐵 . Finally, losses are derived based on
these distances to fine-tune the GCN models.

7 ENERGY-EFFICIENT ADAPTIVE
ENCODING

Recommender systems are typically deployed at cloud servers
as their operations are resource-demanding. We thus adopt
a similar strategy here. On the other hand, unlike traditional
user-video interaction metrics (e.g., hitting like and watching
duration), whose data size is very minimal, the size of the
time-series multi-modal behavioral signals is enormous for
even minutes of video watching. As a result, consistently
uploading the raw readings would consume significant en-
ergy overhead. It becomes a critical issue, especially for the
battery-powered standalone VR headsets. Figure 7 shows
the device’s energy consumption breakdowns of one minute
of video watching. Data transmission takes more than half
of the energy consumption. Figure 8 further shows that the
energy consumption grows linearly with the video length.
We further measure the power consumption on the VR

device for case 1: continuously acquiring behavioral signals
vs case 2: acquiring signals only (without uploading). As
indicated in Table 1, data uploading incurs 52.1% terminal
power consumption of Bere. The battery life (excluding video
play and idle power consumption) significantly drops from
34 hours to 16 hours when continuously uploading raw data.
Motivated by our observation, we propose to diminish

the uploaded data size to reduce the corresponding energy
consumption on the terminal. Specifically, we develop an
encoding scheme that compresses the raw signals into vector
embeddings. They are then uploaded to the cloud and serve
as inputs for the GCN model. Given a behavioral signal, the
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Table 1: Power consumption comparison.

Case Power consumption Battery life
1. Acq. + uploading 119 𝜇A 5.2 h
2. Acquisition only 57 𝜇A 10.8 h

Algorithm 1: Energy-efficient Adaptive Encoding.
Input: Behavioral signal 𝝓; embedding length 𝑘 ;

minimum segment length 𝑡 ; entropy threshold
𝜖𝜃 ; pre-trained model 𝐿𝑆𝑇𝑀

Output: Signal embedding 𝒆
1 𝒆 ← 𝑍𝑒𝑟𝑜𝑠 (𝑘); 𝑐 ← 0; 𝑖 ← 0; 𝒔 ← 𝝓 (0 : 𝑡) // Initialize
2 while 𝑖 < |𝝓 | do
3 while 𝑆ℎ𝑎𝑛𝑛𝑜𝑛𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝒔) < 𝜖𝜃 do
4 𝒔 .𝑎𝑝𝑝𝑒𝑛𝑑 (𝝓 (𝑖)); 𝑖 ← 𝑖 + 1; // Add next point
5 𝒆 ← 𝒆 + 𝐿𝑆𝑇𝑀 (𝒔, 𝑘); // Add segment embedding
6 𝒔 ← 𝝓 (𝑖 : 𝑖 + 𝑡); 𝑖 ← 𝑖 + 𝑡 ; 𝑐 ← 𝑐 + 1;
7 𝒆 ← 𝒆/𝑐; // Average for the signal embedding

encoder divides it into segments depending on the entropy
and encodes each segment into an embedding with an adap-
tive compression ratio; the signal embedding is the average
of all segment embeddings. In this way, segments with higher
entropy are preserved with more information with a lower
compression ratio; segments with lower entropy contain less
information and are thus more aggressively compressed.
Algorithm 1 outlines our encoder design. After a video

session, the encoder takes as input the time-series behavioral
signal 𝝓 and outputs a vector embedding 𝒆. We first divide
𝝓 into multiple segments 𝒔: we apply a sliding window that
continuously adds data points to a segment until its Shannon
entropy reaches a threshold value. Then, each segment is
passed into an LSTM model to generate a fixed-length em-
bedding. Finally, all segment embeddings are averaged as the
signal embedding 𝒆. The intuition is that the more informa-
tive segments should be preserved to benefit recommenda-
tion in later stages; in contrast, aggressive compression can
be applied to segments with lower information. According
to our testing, given a raw time-series behavioral signal of 1
MB, its corresponding embedding only takes less than 1 KB.

Table 2: A list of public datasets adopted in Bere.

Public dataset # users # videos # interactions
MovieLens-100K 1,000 1,700 100,000
MovieLens-1M 6,040 3,884 1,000,209
TikTok-1/50 1,434 29,662 95,426
TikTok-1/5 16,538 366,017 1,047,358

8 EVALUATION
8.1 Evaluation Setup
We develop a VR app on a Focus 3 VR Headset running
an Android OS and collect our hybrid dataset involving 60
participants, 400 videos, and 3K interactions. The VR app
is used to play videos, enable controller interaction, and
acquire behavioral signals through the headset’s embedded
eye tracker and IMU sensor at a sampling rate of 120 Hz and
200 Hz, respectively. Videos are accessed via API from online
resources such as YouTube and TikTok. They cover a wide
range of topics and categories. The cloud server is in charge
of graph construction, model training, and recommendation.
Before data collection, each participant is required to fill

out the screening questionnaire and read and sign the con-
sent form. Then, the participant is instructed by a researcher
through the calibration phase and basic operations. During
data collection, their behavioral signals are captured in real-
time. The participant watches 50 videos from a randomly
sampled video set. Participants can freely interact with the
video by hitting the like or the share button, fast-forwarding,
rewinding the video play, or skipping the current video as
they like. After a video play, the participant is asked to rate
the preference score from 1 (lowest) to 5 (highest) based on
how much they enjoy watching this video. After watching
the entire video set, each participant is compensated with
$10. After the main data collection phase, participants were
invited to a user study. All data collection phases are carried
out in a university lab with normal lighting and environmen-
tal conditions. The entire experiment takes around 1 hour for
each participant. The study meets all ethical requirements
and holds active IRB approval at the researchers’ university.

After acquiring the hybrid dataset, we randomly divide it
(user-wise) into a training set (80%) for model fine-tuning
and a testing set (20%) for evaluation. To pre-train the base
model, we employ and study the commonly adopted public
datasets as listed in Table 2 [17, 18, 52].
To demonstrate the superior performance of Bere, we

adopt the following state-of-the-art recommendation models
as baselines for a comprehensive comparison.

• LightGCN [22], a GCN model with a simplified and
concise design, tailored for recommendation tasks.
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Figure 9: Overall performance comparison.

• R-GCN [47], a GCN framework focusing on relational
modeling and graph construction, which has been ef-
fectively used for recommendation.
• MMGCN [57], a recommendation framework that con-
sidersmultiplemodalities or types of informationwhen
generating embeddings of users and items.

We choose two commonly adopted metrics to evaluate
Bere: precision and the normalized discounted cumulative gain
(NDCG). Precision is defined as the proportion of recom-
mended videos that are actually liked by the target user. It
serves as an important measure for precise recommendation
in the real-world. NDCG measures how well recommended
videos are ranked compared to an ideal ranking, which eval-
uates the overall quality of recommender systems.

8.2 Overall Performance
We showcase the overall performance of Bere and compare
the with state-of-the-art baseline models in Figure 9. Gen-
erally, Bere achieves higher recommendation precision and
NDCG than all baselines. This indicates that Bere can de-
liver recommendations to target users more precisely with
higher ranking quality to attract users in the real-world. For
top-1 recommendation (𝐾=1), Bere maintains similar preci-
sion with MMGCN; as 𝐾 grows to 10, Bere outperforms all
state-of-the-arts significantly by 0.11-0.31 (16.3-68.0%) in pre-
cision and 0.04-0.17 (5.6-28.8%) in NDCG. This is promising
as 𝐾=10 is a commonly adopted real-world setting. In sum-
mary, Bere achieves superior performance compared with all
state-of-the-art solutions for video recommendation in VR.
We observe that the number of recommended items 𝐾

in the top-𝐾 recommendation plays a crucial role in the
recommendation performance. To investigate its impact on
Bere, we change the value of 𝐾 within {1, 2, 3, 5, 10} and
exhibit the corresponding performance@𝐾 . Within 5 rec-
ommended items, increasing 𝐾 would slightly increase the
recommendation accuracy. This may be caused by the en-
larged diversity and item space coverage, which may better
cater to the user’s varied preferences and needs, reducing un-
certainty with more recommended items. On the other hand,
as 𝐾 continuously increases, the recommendation precision

Table 3: Precision@10 w.r.t. base models and datasets.

Base model Movie-
Lens-100K

Movie-
Lens-1M

Tik-
Tok-1/50

Tik-
Tok-1/5

Vanilla GCN 0.344 0.393 0.570 0.620
LightGCN 0.393 0.437 0.627 0.699
R-GCN 0.408 0.455 0.699 0.751
MMGCN 0.436 0.489 0.742 0.755

and NDCG remain stable. This is potentially because recom-
mending more items may introduce the lower-ranking items
in the recommendation list, which may not be generated as
accurately as the top-ranking ones, thus affecting the overall
accuracy. Following common settings [21, 28], we adopt 𝐾
as 10 for the rest of our evaluation, as a too small 𝐾 value
would limit coverage and navigation freedom, whereas a too
large 𝐾 value would decrease precision and efficiency.
Note that our training and testing sets are split with no

user overlaps; therefore, the above results indicate that Bere
produces recommendation for unseen users with good per-
formance. A possible explanation is that Bere is pre-trained
on a large-scale dataset covering a wide spectrum of hetero-
geneous users, and discovers the hidden link between their
traditional and behavioral interactions through CMCCDA.

8.3 Impact of Base Models and Datasets
The model pre-trained on a public dataset plays an important
role in Bere’s performance. We compare the recommendation
precision of Bere within four base models, namely vanilla
GCN, LightGCN, R-GCN, and MMGCN. The graph learning
models in these works are all members within the GCN fam-
ily and therefore share the common basic kernel structure.
This allows us to implement our renovated learning tech-
nique proposed in §5.2 in their message passing functions.
We pre-train these base models on each public dataset.

Table 3 demonstrates the result of their top-10 precision.
We observe that using MMGCN pre-trained on TikTok-1/50
renders the highest precision score (0.755), followed by R-
GCN on TikTok-1/50 (0.751); the lowest precision (0.344) is
obtained by adopting vanilla GCN on MovieLens-100K. A
potential reason for MMGCN’s superior performance is the
attentiveness to the user-video interaction, which better suits
our scenario. TikTok datasets perform better thanMovieLens
due to more similar video genres and durations to ours. For
optimal performance, we select MMGCN as the base model
and pre-train it on TikTok-1/50 as the basis of Bere.

8.4 Ablation Study
RenovatedGCN.We investigate the effectiveness of the ren-
ovated GCN introduced in §5.2, one of the core techniques in
Bere, compared with the original GCN in the base models. We
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Figure 10: Ablation study of renovated GCN.
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Figure 11: Ablation study of CMCCDA.

analyze the performance of Bere and that of each base model
using its original graph learning strategy. As illustrated in
Figure 10, compared to each base model, Bere significant im-
proves the recommendation precision by 0.10-0.12. Similarly,
a 0.14-0.16 improvement in NDCG from the base models also
suggests the effectiveness of the proposed graph learning in
Bere. The major reason is its improved ability to excavate
and preserve essential information from behavioral signals.

CMCCDA.We study the efficacy of CMCCDAproposed in
§6. Three strategies are compared: a) Bere with CMCCDA, b)
Bere without CMCCDA, equivalent to using the pre-trained
model without domain adaptation, and c) Bere with only tra-
ditional interaction data. Figure 11 demonstrates the result.
With a slight variance across datasets, we can clearly observe
that our strategy, a) Bere with CMCCDA, achieves the best
result. Surprisingly, b) Bere without CMCCDA renders even
worse performance than c) Bere without behavioral signals.
This may be due to the large domain distance, making the
behavioral signal data an overwhelming noise that does not
improve but even deteriorates the pre-trained model’s per-
formance. This proves that CMCCDA is an indispensable
technique in Bere by “teaching” the model the knowledge of
the VR context and behavioral signals.
Energy-efficient adaptive encoding. Lastly, we evalu-

ate the energy-efficient adaptive encoding proposed in §7.
We compare performance between Bere with encoding vs.
that without encoding, i.e., uploading raw signals and ex-
tracting embeddings later on the cloud. Here we focus on
its performance drop, an inevitable side-effect of encoding
due to certain data loss. We evaluate this drop from the
optimal baseline, i.e., upload raw signals without energy
limitations. As illustrated in Figure 12, Bere with adaptive en-
coding achieves a comparable performance with the optimal
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Figure 12: Ablation study of energy-efficient adaptive
encoding in recommendation performance.
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Figure 13: Comparison of three design choices.
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Figure 14: Impact of video-related factors.

baseline with only a marginal drop in precision (0.04-0.07)
and NDCG (0.04-0.05). This result indicates that our adaptive
encoding strategy preserves recommendation performance.

8.5 Multi-Modality Design Choices
As introduced in §5.2, multi-modality data are fused at the
feature level in the middle stage of the learning framework.
Here we explore the possibility of two other design choices:
early-stage (signal-level) fusion and late-stage (decision-level)
fusion. The former integrates signals from different modali-
ties before passing them into one single GCNmodel; here we
adopt concatenation for its simplicity and the maximal data
originality. The latter, on the other hand, involves parallel
pipelines for different modalities and generates the final pref-
erence result based on each preference predictor’s output.

Figure 13 exhibits the performance of Bere with these dif-
ferent multi-modality design choices. Among them, middle-
stage (feature-level) fusion, adopted in Bere, results in the
highest precision and NDCG, potentially due to its advan-
tage in effectively exploiting the synergies between different
modalities and its balanced informativeness and efficiency.
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Figure 16: Impact of device wearing styles.

8.6 Robustness Against Impact Factors
It is important for Bere to make recommendation videos with
a robust, unbiased performance across various impact factors
related to videos, users, and their wearing styles of the device.
First, we categorize the tested videos into 6 genres (see Fig-
ure 14a). We further randomly select 10 videos and prepare
three different resolutions versions (2K, 4K, and 8K) for each
source, rendered at three different brightness levels to users.
As shown in Figure 14, Bere exhibits similar performance
across video genres with minimal stand deviation 𝜎 = 0.014.
Notably, film yields the highest precision at 0.761, while news
sees the lowest at 0.728. This disparity is possibly attributed
to users’ higher visual engagement with film content com-
pared to the relatively lower visual attention watching news.
Meanwhile, Bere remains robust against video resolution and
brightness (𝜎 < 0.01). The highest performance is achieved
at 8K resolution with normal brightness.

Next, we study the impact of user demographics, motion,
and immersion time. We categorize participants based on
gender and age range and display the performance in Figure
15a. The recommendation precision of Bere is consistently
over 0.732 across various demographics withminimal fluctua-
tions. A Kruskal–Wallis test suggests no significant difference
among each demographic group (𝑝 > 0.05). This indicates
that Bere works well for all users with no discrimination.
Then, we randomly select 10 users to watch videos while
performing different levels of body motions (no, small, and
large), and another 10 users to watch videos after 0, 1, and 2
hours of immersion in the VR environment. As demonstrated
in Figure 15b, large motion reduces the recommendation pre-
cision by 0.05, potentially due to the increased tracking errors
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Figure 17: End-to-end latency breakdown.

of the sensors. Figure 15c indicates that Bere’s performance
is slightly impacted with 2 hours (or more) of immersion
time, which may cause user fatigue. We thus suggest users
avoid excessive body motions and take rests between long
video watching sessions in the real-world use.

Lastly, we assess the impact of users’ wearing styles of
the VR device, i.e., head strap tightness, eye-camera distance
(ECD), and inter-pupillary distance (IPD), which may affect
the tracking accuracy of the sensors. To this end, we recruited
another 8 participants to conduct the experiments while
wearing the VR devices with different styles. As displayed
in Figure 16, both the head strap tightness and ECD may
slightly impact the recommendation precision, and the best
performance is achieved with normal tightness and 13 mm
of ECD. On the other hand, IPD is more randomly scattered
due to its idiosyncratic nature. To maximize user comfort
and system performance, we suggest users to carefully adjust
their wearing styles and calibrate before use.

8.7 System Overhead
End-to-end latency. The end-to-end latency of Bere is de-
fined as the time interval between a user finishes watching
a video and when she receives a new recommendation. As
shown in Figure 17, the end-to-end latency for Bere ranges
from 135 ms to 414 ms with an average of 225 ms, which is
practically acceptable for real-world adoption.

Energy consumption. We evaluate the energy overhead
of Bere at VR terminals. The CDF is plotted in Figure 18a. The
energy overhead of adopting Bere ranges from 234 mAh to
438 mAh with an average of 330 mAh per hour, translating
to 14.9% battery drop on the device. We also test the energy
consumption of uploading the raw signals without encoding,
as shown in Figure 18b. The energy consumption ranges from
192 mAh to 696 mAh with an average of 428 mAh. Thus, 30%
energy overhead is saved by applying our adaptive encoding
scheme, extending battery life by 1.5 hours.

8.8 User Study
12 participants completed the user study by responding to a
survey, which consists of 8 questions in a five-point Likert
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and uploading embeddings vs uploading raw signals.

Table 4: Questionnaire.

Question
Q1 I like the content Bere recommends for me.
Q2 I think Bere does well in recommendation ranking.
Q3 I can imagine myself using Bere frequently.
Q4 I think Bere is easy to use.
Q5 I find that functions in Bere are well integrated.
Q6 I think there is not too much inconsistency in Bere.
Q7 Bere can be generalized to a wide range of devices.
Q8 I think Bere can work for a wide range of users.
O1 What is your overall experience with Bere?
O2 Do you have any suggestions to improve Bere?

2 3 4 3

1 2 3 4 2

1 1 1 3 6

1 1 4 6

1 2 5 4

1 2 2 3 4

1 1 1 4 5

1 2 3 6

0 2 4 6 8 10 12

Number of votes

Q8
Q7
Q6
Q5
Q4
Q3
Q2
Q1

1: strongly disagree 2 3 4 5: strongly agree

Figure 19: Subjective feedback to the questionnaire.

scale regarding Bere’s performance, usability, and deploya-
bility, and 2 open-ended questions for overall experience and
suggestions for improvement. Table 4 lists all questions.
The distribution of participants’ subjective feedback is

displayed in Figure 19. For all questions, at least 50% par-
ticipants provided a score of 4 (agree) or 5 (strongly agree).
The average score of each question ranges from 3.33 (Q7)
to 4.25 (Q5). This indicates that Bere is well received among
users. For open-ended questions, most participants provided
positive answers to O1, e.g., “It learns my preferences so fast
and makes accurate recommendations!” Some concerns were
raised regarding generalization, e.g., “I’m not confident if
other VR models can provide a similar level of tracking ac-
curacy and comparable recommendation performance.” and
privacy, e.g., “I’m a bit concerned if my eye data are uploaded
to the cloud, and some privacy countermeasures can be added
in the future.” These will be part of our future work.

9 DISCUSSION AND FUTUREWORK
Other human-induced signals. This work aims to investi-
gate the feasibility of incorporating human signals into video
recommendation in VR. We focus on gaze and head move-
ment. Other data such as pupillometry and facial expression
can be acquired by commercial VR devices and adopted in
Bere too. For example, the correlation between pupil size and
user perception has been established [25, 63]. We plan to ex-
tend Bere by incorporating other signals to further enhance
its performance in the future.
Privacy considerations. Uploading behavioral signals

to the cloud server may expose user privacy. Fortunately, in
Bere, only signal embeddings are uploaded, rather than raw
measures, which mitigates the privacy concern. Yet, prior
work has pointed out that this still poses potential privacy
threats [2], e.g., reconstruction attacks that may reveal the
original data. Existing privacy-preserving techniques such as
homomorphic encryption, differential privacy, and federated
learning can provide potential solutions.We plan to integrate
these approaches into our design in the future.

Other graph learning models. Bere applies GCN as the
basis for graph learning. There are several other graph learn-
ing models, such as Graph Autoencoder [32], GraphSAGE
[20], and graph attention networks (GAT) [55], which have
also demonstrated their advanced performance in a range
of graph-based tasks. As part of our future work, we plan to
modify Bere by incorporating other graph learning models
and compare their recommendation performances.

10 CONCLUSION
In this paper, we introduce Bere, a behavioral-signal-enhanced
video recommender system for VR. To integrate behavioral
signals into the recommendation framework, we renovate
the GCN learning paradigm to extract essential information
from these signals. To address the data scarcity problem dur-
ing model training, we propose a novel domain adaptation
strategy CMCCDA to bridge the discrepancy between the
source and target domains. We further develop an energy-
efficient adaptive encoding algorithm to improve energy
efficiency on the VR device. We demonstrate through a com-
prehensive evaluation that Bere outperforms state-of-the-art
solutions by up to 68.0% in recommendation precision and
up to 28.8% in the ranking quality.
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