
CSE 6319 Notes 3:  Mechanism Design (Part 3) 
 

(Last updated 4/2/24 12:21 PM) 
 
3.I. VCG AND SCORING RULES (KP 16; N 9; R 7) 
 
Social Surplus Maximization and the General VCG Mechanism (KP 16.2) 
 
 Example 16.2.4 - Roads for three cities 
 
 Example 16.2.5 - Employee housing 
 
 Example 16.2.8 - Spectrum auctions 
 
Scoring Rules (KP 16.3 - SKIP) 
 
3.J. COMBINATORIAL AUCTIONS (N 11; R 8) 
 
Introduction (N 11.1) 
 
 m indivisible items, n bidders 
 

  
 
 Sets S and T with S Ç T = Æ:   
 
  Complements:  v(S È T) > v(S) + v(T) 
 
  Substitutes:  v(S È T) < v(S) + v(T) 
 

  
 
 Issues 
 
  Computational complexity 
 
  Representation and communication 
 
  Strategic behavior 
 
 Applications:  bichler.pdf newman.pdf parkes_iBundle.pdf 
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Single-Minded Case (N 11.2) 
 

  
 

  
 
 Intractability 
 

   
 
  (Proof is by reduction from Independent-Set) 
 

   
 
 Incentive-Compatible Approximation 
 

   
 
  Issue with VCG - loses incentive compatibility 
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(For Payments, Sj is the first bundle after Si with an element in common with Si.  Thus, Sj 
is the first bundle “disqualified” from W by Si.) 

 

   
 

   
 
Walrasian Equilibrium and the LP Relaxation (N 11.3) 
 
 Winner Determination Problem = Determine the Allocation 
 
  May be stated as a (integer/fractional) linear program (N p. 276) 
 
  Dual LP Relaxation also includes prices and utilities 
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Bidding Languages (N 11.4) 
 
 Atom:  (S, p) - price p for a bundle S of items 
 
  ({TV, DVD player}, $100) 
 
 OR:  any subset of the atoms may be satisfied, but an item may be matched only once 
 
  ({TV}, $200) OR ({PC}, $700) 
 
 XOR:  only one of  the atoms may be satisfied 
 
  ({TV}, $200) XOR ({PC}, $700) 
 
 Maximization: 
 

   
 
 Combinations of OR and XOR 
 

   
 
  Negative results on “compactly representing” downward sloping valuations . . . 
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 Dummy Items 
 
  Representing XORs as ORs using dummy items: 
 
   (S1, p1) XOR (S2, p2) becomes (S1 È {d}, p1) OR (S2 È {d}, p2) 
 
  OR* - Implicitly augments each set of items with the same dummy item 
 

   
 

   
 
Iterative Auctions:  The Query Model 
 
 Concept:  Develop valuation over time rather than expecting complete elicitation upfront. 
 

  
 

  
 
 Relationship: 
 

   
 

   
 
 Linear programming for demand queries . . . 
 
 N p. 286 (classes of CA solvers and quality of approximation) and 287 (classes of valuations) 
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Communication Complexity (N 11.6) 
 
 https://amturing.acm.org/award_winners/yao_1611524.cfm 
 

  
 
Ascending Auctions (N 11.7) 
 
 Ascending Item-Price Auctions 
 

   
  (Goods may be substitutes or independent, but not complements.) 
 
  Also implies submodularity, for every two bundles S and T,  
  v(S) + v(T) ³ v(S È T) + v(S Ç T) 
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m • vmax/Î stages (iterations of Repeat) 
 
Similar to the Uniform-Price Multi-Unit Auction for Budgeted Bidders, demand 
reduction to improve utility (payoff) is possible (N Example 11.32) 
 

Ascending Bundle-Price Auction 
 

pi(S) - personalized bundle price on bundle S for bidder i 
 
Demand for bidder i are the bundles that maximize vi(S) - pi(S) 
 

 
 

 
 

 

 
 

 
 
Finding each allocation is NP-hard. 
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(2016 FCC) SPECTRUM AUCTIONS 
 
R 8 and appendix to first chapter of Milgrom book https://www.amazon.com/dp/023117599X  
 
https://www.fcc.gov/auctions  
 
Goal:  Reallocate 500 MHz from TV to wireless internet (and reduce US national debt) 
 
Concepts: 
 
 Forward auction to allocate bandwidth (upload, download, interference) 
 
 Vendors need channels per “partial economic area” 
 

  
 ( newman.pdf )  
 
 Reverse auction to acquire bandwidth 
 
  UHF stations get money and possibly VHF channel assignment 
 
  VHF stations get money and go out of business 
 
  Value index = (population served • degree of interference)0.5 
 
  Opening bid total $120B with goal of decreasing to $86B 
 
 Use of SAT solver to check feasibility of “repacking”  
 ( potassco.org  Knuth: www.amazon.com/dp/0134397606 ) 
 
Forward Auction Features: 
 
 Multiple Round Simultaneous Clock Auctions 
 
 Rule:  If the price isn’t increasing, can’t decrease demand 
 
 Rule:  May not increase overall activity from round to round 
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 Rule:  Up-front cash deposit to cover activity 
 
 Mandatory bid increments to avoid “signaling” 
 
 Bidders must avoid “exposure problem” 
 
3.K. MATCHING MARKETS 
 
Maximum Weighted Matching (Assignment Problem) (KP 17.1) 
 

Notes 1, p. 5 (KP 3.2) introduced: 
 

Maximum matching (bipartite) 
 
Minimum vertex cover 
 
Hall’s marriage theorem 
 
Konig’s Lemma:  | maximum matching | = | minimum vertex cover | 
 
Hide and Seek game 

 
Matching market problem: 
 

Input:  valuations for n buyers on n items (one seller) 
 
Find price vector p* and maximum matching M to maximize the social surplus 
 

  
 
Map this need to generalized König’s Lemma: 
 

     
 

(u, p) is a minimum (fractional) cover.  M is a maximum weight matching. 
 
Observation:  ui and pj cannot exceed the largest value in V. 
 

Classic Algorithms for Matching: 
 

Minimization instead of maximization . . . 
 
Integers instead of floating-point . . . 
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Trivial:  O(n4) 
 
 Start with trivial matching 
 
 Iteratively find negative cycles to improve (Floyd-Warshall) 
 
Hungarian method:  O(n3) 

 
Papadimitriou & Steiglitz https://www.amazon.com/dp/0486402584/ 
 
Knuth https://www-cs-faculty.stanford.edu/~knuth/sgb.html 

 
Envy-Free Prices (KP 17.2) 
 

Preferred item(s) - Based on price vector p and buyer i, item j such that 
 

 
 
Demand graph D(p) 
 

Bipartite graph connecting buyers to their preferred items 
 
p is envy-free if D(p) is a perfect matching 
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COROLLARY 17.2.9 gives symmetric details for the highest envy-free price vector 
 
Introducing seller value sj (i.e. reserve price) (LP 17.2.2) 
 
 Replace each vij by max(vij - sj, 0) 

 
Envy-Free Division of Rent (KP 17.3; cake.sun.pdf  cake.su.pdf) 
 

Previous use of Sperner’s lemma for cake division may be adapted to rent problem (indivisible 
rooms).  P. 940 of cake.su.pdf alludes to this.   
 
 https://www.nytimes.com/interactive/2014/science/rent-division-calculator.html 
 
Assuming that at least one matching has weights whose sum is no less than the sum for the 
lowest envy-free rent vector (THEOREM 17.2.6) and no more than the sum for the highest envy-
free rent vector (COROLLARY 17.2.9), envy-free rent division may be achieved.  (KP p. 305). 
 
https://ranger.uta.edu/~weems/NOTES6319/AUCTION/fairRent.c 

 
Maximum Matching by Ascending Auctions (KP 17.4) 
 

V is a non-negative integer matrix 
 
Much like “item-price ascending auction for substitutes valuations” 
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Matching Buyers and Sellers (Assignment Games) (KP 17.5) 
 

n buyers, n sellers, vij is the value i assigns to house j (value to owner is 0) 
 
j selling to i at price pj gives utility of ui = vij - pj 
 

 
 

 
 

 
 

 
 

 

 
 

 
 
(LP 17.5.1 Positive seller values) 
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Application to Weighted Hide-and-Seek Games (KP 17.6) 
 

Instead of 0/1 weights (section 3.2), general payoffs hij are used. 
 
Theorem 17.1.1 is applied to obtain minimax result for zero-sum game. 
 
Example 17.6.2 


