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1 INTRODUCTION

Wireless sensor networks have attracted tremendous re-
search interests due to its vast potential applications
(1; 2; 7; 8; 18). In these networks, an omnidirectional sens-
ing model is often assumed where each sensor can equally
detect its environment in each direction. Instead, in this
paper, we focus on sensor networks with directional sensing
range. Our motivation is the recently emerged video sensor
networks as discussed in (17; 15), whose potential appli-
cations span a wide spectrum from commercial to law en-

forcement, from civil to military. However, many methods
for conventional sensor networks is not suitable for direc-
tional sensor networks. Fundamentally different from con-
ventional sensor networks, directional sensor networks are
characterized by its directional sensing/communicating
range. This unique feature can fundamentally affect the
deployment of sensors, the capture of information, and
scheduling strategy.

To the best of our knowledge, there has been no existing
work on directional sensor network. Although a few papers
have indeed studied the concept for video sensor networks
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(3; 4), they mainly focused on the hardware platform while
system level issues such as QoS capable networking and
directional sensing features have been left unaddressed.

In this paper we take the first step toward a solution for
directional sensor networks. In particular, we propose a
systematic method for deploying sensor nodes with direc-
tional sensing range, and subsequent connectivity check-
ing and repairing. We first derive the conditions to satisfy
certain coverage requirement for randomly deployed direc-
tional sensor networks. For senor nodes with adjustable
sensing range, we also provide the optimal deployment
strategy that will maximize the lifetime of the network.
We then model the directional sensor network as directed
communication graph, and employ directed graph theory
to study the connectivity checking and repairing problems.
The result is an efficient method for scheduling and con-
nectivity maintenance for directional sensor networks. Fi-
nally, we design efficient protocols to implement our ideas
and provide a set of experiments to validate our solution.

The reminder of this paper is organized as follows. Re-
lated work is discussed in Section 2. In Section 3, we define
the directional sensing model and study the coverage prob-
lem. In Section 4, we discuss the connectivity checking and
repairing problem with directional communication model.
In Section 5, we describe the scheduling method of direc-
tional sensor networks. Experimental results are presented
in Section 6 and we conclude in Section 7.

2 Related work

While the assumption of omnidirectional sensing range
has facilitated elegant properties of conventional sensor
networks (6; 10; 14; 16; 19; 22), directional sensor
is characterized by its directional sensing/communicating
range. This characteristic introduces fundamentally differ-
ent properties in terms of network coverage and connectiv-
ity maintenance targeted by this paper.

Extensive work has addressed the problem of coverage
and connectivity maintenance in wireless sensor networks.
From the perspective of sensing, coverage requirement de-
notes that the deployment of sensors must cover the whole
monitored area to a certain extent. From the perspective
of communication, connectivity requirement denotes that
the deployed sensors must be capable of communicate with
each other either directly or through multiple hops. It has
been the common assumption of previous works that the
sensors are omnidirectional sensing and communicating.
Below, we provide an brief overview of existing work.

Deployment Strategies: Generally sensor nodes can be
deployed in three different way: regular deployment,
planned deployment, or random deployment (21). In reg-
ular deployment, sensors are placed in regular geometric
topology. An example of regular deployment is the grid-
based approach where nodes are located on the intersection
points of a grid. Planned deployment can be exemplified
by the security sensor systems used in museums. In these
systems, the most valuable exhibit objects are equipped

with more sensors to maximize the coverage of the mon-
itoring scheme. An important problem for planned de-
ployment is to minimize the number of sensors required
for covering the sensing area. Regarding this, the widely
studied Art Gallery problem investigates the number of
observers necessary to cover an art gallery such that every
point is monitored by at least one observer. It has been
shown that this problem can be solved optimally in a 2D
plane but it is NP-hard when extended to a 3D space. In
many situations, deterministic deployment is neither feasi-
ble nor practical. The deployment policy often is to cover
the sensor field with sensors randomly distributed in the
environment. The stochastic random distribution scheme
can be uniform, Gaussian, Poisson or any other distribu-
tion dependent on the applications. In those cases, the re-
dundancy and density of sensor deployment are problems
to focus on.

Sensor Scheduling: A key challenge for sensor network is
to extend the network lifetime in the resource limited en-
vironment. As sensors are often densely distributed, they
can be scheduled on alternative duty cycles in order to
preserve energy while satisfying the system requirements.
Intuitively, if certain sensors share common sensing region
and tasks, some of them can be switched into sleep mode
to conserve energy. A probing-based density control algo-
rithm is proposed in (23) to schedule sensor nodes. In this
protocol, a subset of nodes is selected initially and is main-
tained in working mode until they run out of energy. Other
redundant nodes are allowed to fall asleep and required to
wake up occasionally to probe their local neighborhood.
Sleeping nodes start working only if there is no working
node within its probing range. In this algorithm, geom-
etry knowledge is used to calculate the value of probing
range as a function of redundancy. As a result, desired re-
dundancy can be obtained by choosing the corresponding
probing range. Another node-scheduling scheme is pro-
posed in (20) to reduce system overall energy consumption.
In this scheme, the coverage-based off-duty eligibility rule
and backoff-based node-scheduling scheme guarantee that
the original sensing coverage is maintained after turning
off redundant nodes. Several alternative node-scheduling
schemes called neighbor-number-based, nearest-neighbor-
based and probability-based node-scheduling schemes are
proposed in (19). These schemes cannot completely pre-
serve the original system coverage, but are nonetheless
light-weighted and flexible as compared with the previ-
ous one. They are all location-free and calculation-free.
The basic idea is that before scheduling, users can select
a desired coverage percentage loss; then a corresponding
threshold, i.e., the minimal neighbors’ number K, the near-
est neighbor distance D, or the probability p, is calculated
by using a given expression or prior collected data pairs;
during the scheduling period, each node can determine
its desired status based on the adopted threshold value.
Several ILP (Integer Linear Program) formulations and
strategies are presented in (13) to reduce overall energy
consumption while maintaining guaranteed 0/1 coverage
levels.
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Coverage: Coverage can be considered as a measurement
of the quality of service provided by the wireless sensor net-
works. A typical problems is k-coverage problem, whose
goal is to determine whether every point in the monitored
area is covered by at least k sensors. A polynomial-time
algorithm to determine whether the network provides k-
coverage is proposed in (9). The basic idea behind the
algorithm is to focus on the perimeter of each sensor’s
sensing range. As long as the perimeters of the sensors
are covered, the whole area is sufficiently covered. The
solution can be easily translated to distributed protocols
where each sensor only needs to collect local information
to make its decision. k-coverage is often discussed in the
context of reliability or fault tolerance.

Connectivity: In the ad-hoc environment of wireless sen-
sor networks, connectivity is of particular importance for
maintaining communications among the sensor nodes. The
k-connectivity problem targets at determining whether ev-
ery pair of sensors in the targeted area is connected by at
least k paths and if not, how additional sensors can be de-
ployed to achieve the goal. This problem has been proven
to be NP-hard (11) if a minimum number of additional
sensors is targeted. Indeed, coverage and connectivity are
closely coupled issues. Approaches on combining cover-
age and connectivity maintenance under a single activity
scheduling is discussed in (22) and (24). It is also discussed
in (19) on concurrent connectivity maintenance and cover-
age preservation in wireless sensor networks.

Different from existing work, this paper mainly focuses
on the deployment and scheduling for randomly deployed
directional sensor nodes. Evidently, the results also apply
to coverage preservation and connectivity maintenance for
omnidirectional sensor network as a special case.

3 Coverage Problem with Directional Sensing

3.1 Directional Sensing Model

Different from conventional sensing models where an omni-
sensing area centers on the sensor node, we employ a di-
rectional sensing model. An analogy can be found in the
concept of field of view in cameras (5).

We consider a 2-D model where the sensing area of a
sensor s is a sector denoted by 4-tuple (L, r, ~V , α). Here L

is the location of the sensor node, r is the sensing radius, ~V
is the center line of sight of the camera’s field of view which
will be termed sensing direction, and α is the offset angle
of the field of view on both sides of ~V . Fig. 1 illustrates
the directional sensing model. Note that the conventional
omni-sensing model is a special case of new model when α
is π.

A point L1 is said to be covered by sensor s if and only
if the following conditions are met:

1. d(L, L1) ≤ R, where d(L, L1) is the Euclidean dis-
tance between the location L of sensor s and point

r

aaaaa

V

L

L1

Figure 1: Directional sensing model

L1.

2. The angle between
−−→
LL1 and ~V is within [-α, α]

A simpler method to judge if point L1 is covered by direc-

tional sensor s is as follows: if ‖
−−→
LL1‖ ≤ r and

−−→
LL1 · ~V ≥

‖
−−→
LL1‖ cosα, L1 is covered and otherwise not. An area A

is covered by sensor s, if and only if for any point L ∈ A,
L is covered by s.

3.2 Coverage under Directional Sensing
Model

For sensor networks formed by random deployment, for
example, dropped by an airplane, it is difficult, if not im-
possible, to guarantee 100% coverage of the monitored area
even if the node density is very high. Our focus in investi-
gating the coverage problem in directional sensor networks
is then set to be probability guarantee.

Assume that the area of the monitored region is S, and
there are no two sensors located at exactly the same po-
sition and sensing region. Notice that a directional sensor
with offset angle α covers a sensing area of αr2. Assume
that the sensors are randomly deployed in the monitored
region, and the locations of sensors obey uniform distribu-
tion. After N directional sensors are deployed, the proba-
bility that the targeted region is covered is given by

p = 1 − (1 −
αr2

S
)N . (1)

Notice that for omni-sensing sensors with α = π, the cov-
erage probability for deploying N sensors is simply

p = 1 − (1 −
πr2

S
)N . (2)

Naturally, if the coverage probability of the targeted re-
gion is required to be at least p, the number of deployed
directional sensors should be

N ≥
ln(1 − p)

ln(S − αr2) − lnS
. (3)

Again, for omni-sensing sensors with α = π, the number of
sensors required for the given coverage probability p should
be
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N ≥
ln(1 − p)

ln(S − πr2) − lnS
. (4)

From the above equations, to achieve the same coverage
probability, the ratio between the numbers of directional
sensors and omni-sensing sensors required is given by

M =
ln(S − πr2) − lnS

ln(S − αr2) − lnS
. (5)

3.3 Adjustable Sensing Range

We further extend the above model to be adjustable and
naturally various sensing range will consume different en-
ergy.

In this case, if the number of deployed sensors is fixed,
we can adjust sensors’ sensing range in order to satisfy the
coverage requirement. Assume that the number of sensors
is N. We can easily draw the relationship between p and
r from Equation (1). On the other hand, if the coverage
problem must satisfy a given value p , we can adjust the
sensing radius to achieve the goal according to Equation
(6) and the radius r should be

r =

√

S

α
(1 − (1 − p)

1

N ) (6)

According to (1; 14), the energy consumption of a sensor
is in proportion to the k-power of its sensing radius, i.e.,

E = Crk, (7)

where C is a constant, and k ≥ 2.
To extend the network life time, often sensors are par-

titioned into different groups and their awake times will
be alternated. This way, one group of sensors will be per-
forming the sensing task while other groups remain asleep.
Obviously, for each individual group, the coverage require-
ment has to be satisfied as well. With adjustable sensing
ranges, each group of sensors does not necessarily need
to be equal in numbers, as the required coverage can be
achieved by tuning the sensing range of each sensor as
well. Our next interests to determine the optimal parti-
tion of sensors under this group based scheduling, given N
directional sensors and the required coverage probability
p. Our goal is to minimize the total energy consumption
and hence maximize the network life time. For this, we
have the following theorem.
Theorem 1. When N sensors are partitioned into groups
with equal number of sensors, the deployment minimizes
the energy consumption and thus maximizes the network
lifetime.

Proof: Assume that N sensors are deployed in the tar-
geted region. We will divide those sensors into n groups to
work alternatively. Their numbers of sensors are denoted
by m1, m2, . . . , mn, respectively. The sensing radius for

each group, denoted by ri, i = 1, . . . , n, is adopted to meet
the coverage probability p according to Equation (6).

Calculating the energy consumption for a group can be
represented as Ei = niCrk

i (i = 1, . . . , n). Thus, finding
the minimum energy consumption is reduced to:

min
{m1,m2,...,mn}

Σn
i=1miCrk

i

subject to 0 ≤ mi ≤ N (i = 1, 2, . . . , n), and Σn
i=1mi = N .

The solution to this problem is m1 = m2 = · · · = mn =
N/n. �

4 Connectivity Problem with Directional Communication

4.1 Directional Communication Model

In this section, we employ a directional communication
model for directional sensor network to investigate the con-
nectivity isssue. In this model, a sensor only communicates
with others residing in a specific direction,. Each sensor
is directional sending and omni-receiving. Mathematically,
the directional communication model is similar to the sens-
ing model and is shown in Fig. 2.

The communication area of a sensor s is a sector denoted
by 4-tuple (L, R, ~D, β), where L is the location of the sen-

sor node, R is the communication radius, ~D is the center
line of the sending field which will be termed sending direc-
tion, and β is the offset angle of the sending field on both
sides of ~D. For sensors with both directional sensing and
communication, the sensing direction and communication
direction are allowed to be different in this paper.

s2

D

s1:  L  

R

β β

Figure 2: Directional communication model

We assume that two sensors can directly communicate
if their Euclidean distance is not larger than the communi-
cation range R and one node is in the communication area
of the other node. We model a directional sensor network
as follows.

Definition 1. A sensor network can be modeled as a
directional communication graph G(V, E) where V is the
set of sensors in the network, and E is the edge set between
them. For a pair of node s1, s2 ∈ V , edge (s1, s2)∈ E if

‖−−→s1s2‖ ≤ R and −−→s1s2 · ~D ≥ ‖−−→s1s2‖ cosβ, where β is the
offset angle of sensor s1. Notice that (s1, s2)∈ E means
that s1 can send message to s2 and s2 can receive the
message from s1, but s2 cannot send message to s1 if s1 is
not in the communication area of s2.
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Definition 2. The directional communication graph
G(V, E) of a sensor network is said to be connected to s
if there is a path between a given node s and any other
sensor si in V . The path P between si and s can be rep-
resented as P (si, s) ={(si, si+1), (si+1, si+2), · · · (si+k, s)}
where (si+h, si+h+1) ∈ E (0 ≤ h ≤ k, s can be renum-
bered as si+k+1 )

Definition 3. Given that a directional communication
sub-graph G1(V1, E1) ∈ G is connected to node s ∈ V1, if
for any sensor si ∈ V − V1, there is not a path between
si and s, we call G1 the maximal connected component
(sub-graph) to s.

Given the above model and definitions, we have the fol-
lowing lemma.

Lemma 1 If G1(V1, E1) ∈ G is the maximal connected
component (sub-graph) to s, for any sensor si ∈ V − V1,
there doe exist a sensor s1 satisfying s1 ∈ V1 and (si, s1) ∈
E.

Proof: We will use contradiction. For any sensor si ∈
V − V1, if there is a sensor s1 ∈ V1 and (si, s1) ∈ E, there
is a path P (si, s)= {(si, s1), P (s1, s)} where P (s1, s) is the
path between s1 and s because node s1 is connected to s.
Thus, si is connected to s. Therefore, G1(V1, E1) is not
the maximal connected component to s.

Generally, we can find the maximal connected compo-
nent G1 to a node s for a directional communication graph
G. If the node number of G1 is equal to that of G, graph G
is connected to s. This is the desired deployment and con-
nectivity. However, often the node number of G1 is less
than that of G for randomly deployed directional sensor
network.

Definition 4. For a maximal connected component G1

to the given sink node x, we call G1 communicable sub-
graph. Other sensors that cannot communicate with x are
called incommunicable sensors.

Notice in this case only connected sensors can report
data to the sink. If G1 is the maximal connected compo-
nent in G and its number of sensors is N1, the effective
coverage probability for such deployment is reduced to

pe = 1 − (1 −
αr2

S
)N1 . (8)

4.2 Connectivity Checking

Our next step is to design some algorithms to check the
connectivity for a directional communication graph.

A directional sensor network can be viewed as a directed
graph. The first step of our method is to find the maxi-
mal connected component C to the given sink node x, and
the corresponding algorithm MaxConComp is described in
Table 1. Assume that the graph G is represented as an
adjacency list. The algorithm uses depth-first searching.

After we found the maximal connected component C(x)
for the sink node x (the nodes of C(x) are the node marked
with “visited” ), if the node number of C(x) is less than
the node number of G, G is not completely connected to
x. For randomly deployed directional sensor networks, it is

Table 1: Maximum Connected Component

Procedure MaxConComp(x)
//use a visit flag array Visited
1. visited[x]=TRUE; // the vertex x is visited
2. v:=*x.first; // take the first adjacent vertex
3. while (v is not NULL) do { // if there is adjacent vertex
3.1 if (!visited[*v.vertex]) MaxConComp(*v.vertex);

//if the vertex is not visited, call MaxConComp for it
3.2 v:=*v.next; //take the next node adjacent to v
3.3 }

usually common that some nodes can not connected to the
given sink node x so that the graph G is not completely
connected to x.

4.3 Connectivity Repairing

If there are sensors not connected to the sink, it is to
the best interests of the network to perform repairing and
enable the communication. We next propose a repairing
method for this purpose.

Assume that the locations of the sensors are known. We
can locate sensors not connected in the network. For re-
pairing purpose, additional sensors should be added be-
tween the communicable component/sink and incommuni-
cable nodes. We propose an algorithm towards this end in
Table II.

Table 2: Connectivity Repairing for One Graph

Procedure RepairConnectOne(G,x)
1. C:=MaxConComp(x);

//find the maximal connected component for x
2. G1:=G-C; //take the remaining nodes;
3. while (G1 is not empty) do {
3.1 Find a node x1 nearest to C in G1, the node

nearest to x1 in C is denoted as y, d = dist(x1, y);
3.2 Deploy ⌈ d

R
⌉ sensors with communication radius R,

those sensors with the sensing direction −→x1y are equally-
spaced deployed between x1 and y, the first sensor is
located in the communicating area of x;

3.3 RepairConnectOne(G1,x1);
//call RepairConnetOne to repair the graph G1

3.4 } // end of while

In randomly deployed sensor networks, it is hard to
guarantee the connectivity of the communication graph af-
ter initial deployment, repairing is often desirable. Fig.3
provides an illustration of connectivity repairing for direc-
tional sensor networks.
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Figure 3: Repaired connectivity

4.4 Grouping and Repairing Connectivity
for Directional Sensor Network

In order to prolong the lifetime of a sensor network, we can
deploy more than the expected number (N0) of sensors for
a given coverage probability. Those sensors will then be
divided into groups, each group with N0 sensors is alter-
natively activated to maintain the coverage probability p
of the targeted region. At the same time, we also need to
ensure each group of sensors is connected. The key prob-
lem then is how to divide the sensors to make all sensors
connected to the sink in each group. And if incommuni-
cable node exists, repairing shall be performed in order to
enhance its connectivity. For this, a grouping and connec-
tivity repairing method for directional sensor networks is
given in Table 3.

5 Scheduling for Directional Sensor Network

Directional sensor networks also face the critical chal-
lenge of sustaining long-term operation on limited battery
energy. Sensor scheduling protocols can effectively prolong
network lifetime by maintaining sufficient sensing coverage
over a region using a small number of active nodes. In this
section we present some coverage and connectivity main-
tenance protocols to schedule the directional sensors for
practical applications.

5.1 Basic Idea

We divide the operation of a sensor network into three
phases: the deployment phase, the checking phase and the
sensing phase. In each phase, the coverage and connectiv-
ity maintenance can be summarized as follows.

Deployment: Directional sensors are randomly deployed
for monitoring a targeted region. According to the ana-
lytical result of Section III, we can calculate the required
number of sensors for the expected coverage probability.

Checking: During the checking phase, each sensor node
perform localization and synchronization. The system will

Table 3: Grouping and Connectivity Repairing Algorithm

Procedure RepairConnectGroup(G,x)
//find n trees rooted by the node x, use a visit
// flag array, all nodes are initiated ”not visited”
1. x is the common roots of T (x, i)(i = 1, .., n),

and marked as ”visited”; // the node x is visited
2. ADJ= the set of nodes adjacent to x;
3. while (there is any not-visited node in G) {

/*Divide ADJ into n groups and append them to
n trees*/

3.1 for each node s in ADJ do {
if s is only adjacent to one tree then append s
into this tree otherwise append it into one tree
with the minimal number of adjacent nodes in
ADJ.
The node s is marked as “visited”;
}

3.2 for each tree without adding new node do {
3.2.1 if the node number of T (x, i) is less

than ‖G‖
n

{
3.2.2 Find a pair of nodes with the nearest distance

between T (x, i) and the not-visited nodes of G,
denoted as (A,B), where A ∈ T (X, i)
and B is not visited;

3.2.3 B is marked as ”visited”, d = dist(A, B);
3.2.4 Deploy ⌈ d

R
⌉ sensors, these sensors with

the sensing direction
−−→
BA are equally-spaced

deployed between B and A, the first sensor is
located in the communicating area of B;

3.2.5 } //end of if
3.3 } //end of for
3.4 } //end of if
3.5 ADJ:= the set of not-visited nodes adjacent to

the nodes of current ADJ
3.6 } //end of while
4 End.

check the connectivity of deployed sensors, and perform
connectivity repairing if needed.

Sensing: The sensor network starts to execute sensing
tasks according to the scheduling policy. Each node will es-
tablish a working schedule which dictates the sleep/wakeup
pattern.

Assume that the deployment of N sensors can achieve the
coverage probability p for the targeted area. Obviously, if
we increase the number of deployed sensors, the coverage
probability will be increased, or alternatively the lifetime of
sensor network will be prolonged once a suitable scheduling
policy is taken. The increasing of coverage probability can
be quantified according to the analysis of Section III.
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5.2 Scheduling Protocol

We design two node scheduling schemes for directional sen-
sor networks in order to extend the lifetime of a sensor
network.

Simple Scheduling Protocol. Assume that N0 is the
number of sensors for achieving the required coverage prob-
ability p when each sensor has sensing radius r0 and com-
munication radius R. We deploy N0 sensors randomly in
the targeted region; and RepairConnectOne is executed
for checking and repairing the connectivity of these N0

sensors. Then, the sensor network begins working and all
sensors remain active until the sensor network dies.

Grouping Scheduling Protocol. Assume that N0

is the number of sensors for achieving the required cov-
erage probability p when each sensor has sensing radius
r0 and communication radius R. We deploy N sensors
(N = n ∗ N0) to cover the targeted region. and divide the
set of sensors into n groups, each with N0 nodes. These n
groups are alternatively activated to maintain the cover-
age probability p of the target region for nT0 time period
where T0 is the lifetime of a group. In this protocol, we can
use the grouping and connectivity repairing algorithm in
Section IV. This grouping scheduling protocol is presented
in Table 4.

Table 4: Grouping Scheduling Protocol

/* Deployment*/

1. Calculating the number of required sensors (N0)
for a given coverage probability p;

2. Input the expected lifetime of the sensor network,
i.e., T .
3. Take n(=⌈ T

T0

⌉) groups of sensors, where each of the

groups consists of N0 sensors with the sensing radius
r0 and the communication radius R.

4. Deploy N (=n ∗ N0) sensors randomly in the
targeted region, get the directional communication
graph G for this deployment.

/* Grouping and repairing */
5. Call RepairConnectGroup(G,x);
// x is the sink node.
6. Set the starting time of sensors in i-th group

is set to (i − 1)T0 (1 ≤ i ≤ n);

/* Scheduling sensor groups */

7. The sensor network begins working, the timer
is counting from 0;

8. The first group of N0 sensors is active at the time 0;
9. After T0 time is passed, a new group (if there is)

will be active until n groups of sensors have
been used up.

10. End.

6 Experimental Results

6.1 Simulations

In this section, we verify our theoretic analysis.

Table 5: Parameters setting

Parameter Default Variation

Coverage rate p 1 0-1
Sensor number N 1000 0-1500

Offset angle α 180 0-180
Sensor radius 20m 0-25m

Communication radius 40m 0-50m
Area S 500*500m2 500*500m2

We studied the coverage probability of a region of
500*500 m2 in our simulation. The number of randomly
deployed sensors is varied from 0 to 1500. The offset an-
gle of directional sensor is varied from 0 to 180 (π), and
the sensor radius is changed from 0 to 25m. The simula-
tions is executed in OPNET. The simulation parameters
are summarized in Table 5.

We first consider the effect of the number of sensors to
the coverage rpobability. Fig. 4 shows that the larger the
sensor number (N) is, the higher the coverage probability
p becomes. In other words, the coverage probability will
increase with the increasing of number of nodes.

a=30

0

1

0.1
0.2
0.3
0.4

0.6
0.7
0.8
0.9

0.5

0 250 500 750 1000 1250 1500

Coverage Rate (p)

Sensor Number (N)

*

*

+

+

* * * *
+

+
+

+

a=180
a=90 a=60

a=45

Figure 4: The effect of the sensor number

We also examined the effect of the sensing radius. Fig.5
shows the relationship between the coverage probability
p and the sensing radius r. It indicates that the larger
the sensing radius is, the higher the coverage probability p
becomes.

We also evaluated the relationship between the coverage
probability and the offset angle. For 1000 sensors, Fig. 6
shows the coverage probability that different offset angles
will achieve. Moreover, for the same region, if the coverage
probability of a directional sensor network is the same as
the achievable coverage probability of N omnidirectional
sensors, the number of deployed directional sensors M is
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evaluated. Fig.7 shows the relationship between the offset
angle α and the factor f = M

N
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6.2 Case Study

We use an example here to illustrate the effectiveness of
coverage and connectivity maintenance for randomly de-
ployed directional sensor networks.

In a 500*500 m2 field, we deploy sensors with sensing
radius 50m and offset angle 90(π

2
) for gathering. If the

required coverage probability is at least 85%, we can cal-
culate the sensor number to be deployed as follows:

N =
ln(1 − 0.85)

ln(250000− 1250π)− ln(250000)
= 87

Figure 8: A distribution of deployed sensors

Assume that the lifetime of a sensor is 3000 minutes (50
hours). The expected lifetime of the network is 9000 min-
utes (150 hours), thus we can take 3*87=261 sensors to be
randomly deployed in the targeted region. A distribution
of deployed sensors is presented in Fig.8.

We use grouping scheduling protocol to demonstrate the
coverage and connectivity maintenance for this deploy-
ment. 261 sensors are divided into 3 groups in which there
are at least 87 sensors with the sensing radius 50m and
the communication radius 100m, the additional 3 nodes
and 5 paths are re-deployed for repairing the connectivity
of 3 groups. These 3 groups are alternatively activated,
to maintain the coverage probability 85% of the target re-
gion for 150 hours. Fig.9 illustrates the distribution of the
grouping scheduling. Fig.10 illustrates the distribution of
repaired grouping connectivity.

Figure 9: The grouping scheduling

7 Conclusions and Future Work

Directional sensor networks demand efficient methods
for deployment policy and connectivity maintenance. Mo-
tivated by this, this paper systematically investigates the
coverage and connectivity problems of randomly deployed

8



Figure 10: Repaired grouping connectivity

directional sensor networks. For a given coverage proba-
bility, we investigate the deployment policy to satisfy the
requirement. We also model the directional sensor net-
work as a directed communication graph to analyze its
connectivity, and repairing policy. Based on the theoretic
works, we have designed deployment and scheduling pro-
tocols. The methods are shown to be highly efficient and
feasible for applications of directional sensor works through
simulations.

ACKNOWLEDGMENT

A short version of this work was presented at MSN’05.
The work reported in this paper is partially supported by
the NSFC and the NCET Program of MOE, China.

REFERENCES

[1] Akyildiz,I., Su,W., Sankarasubramaniam, Y., and
Cayirci, E.(2002) ‘A survey on sensor networks’, IEEE
Communications Magazine, August, vol. 40, no. 8.

[2] Chong, C. and Kumar, S.(2003) ‘Sensor networks: evo-
lution, opportunities, and challenges’, Proceedings of the
IEEE, August, vol. 91, no. 8.

[3] Feng,W., Code, B., Kaiser, E., Shea, M. and
Feng,W.(2003) ‘Panoptes: scalable low-power video sen-
sor networking technologies’, Proc. the 11th ACM inter-
national conference on Multimedia, November, Berkeley,
CA.

[4] Feng, W., Walpole, J., Feng, W. and Pu, C. (2001)
‘Moving towards massively scalable video-based sensor
networks’, Proceedings of the Workshop on New Visions
for Large Scale Networks: Research and Applications,
March, Washington, DC.

[5] Forsyth, D. and Ponce, J.(2004) Computer Vision: A
Modern Approach, Pearson Eduction.

[6] Yong Gao, Kui Wu, Fulu Li (2003) ‘Analysis on
the redundancy of wireless sensor networks’, ACM
WSNA03,Sept.19, p108, San Diego, CA.

[7] Gehrke, J. and Madden, S.(2004)‘Query processing in
sensor networks’, IEEE Pervasive Computing, January,
vol. 3, no. 1.

[8] Heinzelman, W., Murphy, A., Carvalho, H. and Per-
illo, M. (2004) ‘Middleware to support sensor network
applications’, IEEE Network,January, vol. 18, no. 1.

[9] Chi-Fu Huang, Yu-Chee Tseng (2003) ‘The coverage
problem in a wireless sensor network’, ACM WSNA03,
p115-121, Sept.19,San Diego, CA.

[10] Kumar,S., Lai, T. and Balogh, J. (2004) ‘On k-
coverage in a mostly sleeping sensor network’, Proceed-
ing of ACM Mobicom, October, Philadelphia, PA.

[11] Lin, G.H. and Xue,G.(1999) ‘Steiner tree problem
with minimum number of Steiner points and bounded
edge-length’, Inform. Process. Letter, vol.69, no.2,
pp.53-57, 1999.

[17] Huadong Ma, Yonghe Liu, ‘Correlation based video
processing in video sensor networks’, IEEE Wireless-
Com05, Hawaii, USA, June 2005.

[13] Meguerdichian, S. and Potkonjak,M. ‘Lower Power
0/1 Coverage and Scheduling Techniques in Sensor Net-
works’, UCLA Technical Report.

[14] Potkonjak, M., Srivastava, M.B., Meguerdichian, S.
and Koushanfar, F. (2001), ‘Coverage problems in wire-
less adhoc sensor networks’, Proceeding of IEEE Info-
com, Anchorage, Aprial, AK.

[15] Dan Tao, Huadong Ma, Yonghe Liu (2005), ‘Energy-
efficient Cooperative Image Processing in Video Sensor
Network’, 2005 Pacific-Rim Conference on Multimedia,
Lecture Notes in Computer Science, Springer, Nov.13-
16, Jeju. Korea.

[16] Li,X., Wan,P., Wang,Y. and Frieder,O.(2003) ‘Cover-
age in wireless ad-hoc sensor networks’, IEEE Transac-
tions on Computers, vol. 52, no. 6, pp. 753C763.

[17] Huadong Ma, Yonghe Liu(2005), ‘Correlation based
video processing in video sensor networks’, IEEE Wire-
lessCom05,June, Hawaii, USA.

[18] Sinopoli,B., Sharp,C., Schenato,L., Schaffert,S. and
Sastry,S.(2003) ‘Distributed control applications within
sensor networks’, Proceedings of the IEEE, August,
91(8).

[19] Di Tian, Nicolas D. Georganas (2004) ‘Location and
calculation-free node-scheduling schemes in large wire-
less sensor networks’, Ad Hoc Networks, 2,65-85.

[20] J. Wireless Commun. Mobile Comput., 3 (2003) 271,
Processing of ACM Wireless Sensor Network and Appli-
cation Workshop 2002, September 2002

9



[21] Sameer Tilak, et al.(2002), ‘Infrastructure Tradeoffs
for Sensor Networks’, ACM WSNA02, p49, Sept. 28,
Atlanta, Georgia.

[22] Wang et al.(2003) ‘Integrated Coverage and Connec-
tivity Configuration in Wireless Sensor Networks’, Pro-
ceedings of the First ACM Conference on Embedded Net-
worked Sensor Systems (SenSys 2003), November, Los
Angeles.

[23] Ye,F., Zhong,G., Lu,S. and Zhang L.(2002),
‘Energy efficient robust sensing coverage in
large sensor networks’, UCLA Technical Report,
http://www.cs.ucla.edu/ yefan/coverage- tech-
report.ps¿. October.

[24] Zhang and Hou (2003) ‘Maintaining Sensing Coverage
and Connectivity in Large Sensor Networks’. Technical
report UIUCDCS-R-2003-2351, June.

10


